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Disclaimer

The GASS team appreciates the personal support and involvement of our stakeholder, Mr. John Becker.  As the Vice President for Engineering for Piper Aircraft, Incorporated, he brought a wealth of aviation knowledge and experience that benefited the team.  However, his involvement with the team was a private person, and not as a representative of Piper Aircraft.  Nothing in this report is to be understood or construed as having the official endorsement of Piper Aircraft, or of any other company mentioned in this report.  All designs and analyses in this report were conducted by the academic team, and do not represent the position of any other group or organization.
Executive Summary
The goal of the General Aviation Support System (GASS) team is to develop and deploy an integrated system of services that provide the general aviation community with a unified set of capabilities that enhance user convenience and flying safety.  The team has:
· Conducted a comprehensive market analysis to determine the needs
· Pinpointed the appropriate market entry point
· Fleshed out the concept to the level of an initial design

· Assessed the economic viability of the concept

· Conducted a risk assessment to identify major risks and created viable risk handling approaches for each

· Developed an comprehensive implementation approach and organizational structure for profitably developing, deploying and operating the system

GASS will be deployed initially in the United States, but with possible expansion to Canada, Europe, and the rest of the world (note that the United States has about two thirds of the world’s general aviation aircraft).
GASS provides pilots and aircraft owners with a one-stop source of pre-flight support, comprehensive in-flight support, and comprehensive record-keeping.  Preflight support includes developing high quality flight plans and associated concierge services for aircraft support and pilot in-route/destination personal services.  The in-flight support includes advisory monitoring of pilot external factors, such as weather and region-wide air traffic updates, real time aircraft systems condition monitoring to detect impending failures, support to pilots in case of emergency situations, and priority notification to family members and associates of pilots who may be experiencing flight delays for various reasons.  The post-flight support includes automated pilot flight log book maintenance, long term trend analysis of aircraft performance data to detect incipient failures, and tracking/notification of pilot and aircraft recurring events such as flight physicals, status of currency for operating under different conditions (e.g., night flying or Instrument Flight Rules conditions with passengers) and aircraft periodic maintenance events.
The primary focus is on improving aviation safety by providing the general aviation community with professional planning services and personalized flight support services.  The United States general aviation market consists of about 624,000 licensed pilots, who fly some 220,000 aircrafts.  The GASS team found six natural market segments within this market, determined primarily by the type of aircraft flown.  The initial market is for owners of the high end business/personal use aircraft.  Owners of this types of aircraft have an average net worth of $10 million, and would be willing to pay for services that simplify flight preparation and aircraft maintenance.  Once this market is penetrated, there are natural flows into most of the other market segments.  Also, once a firm beach head is established, product line expansion can occur to provide significant market-segment-specific value-added services to that share of the pilot market that rents aircraft time, rather than owning their own aircraft, and to the fleet operators who own multiple aircrafts available for rent.  The team estimates that a market penetration of only 6% of the total number of pilots and 16% of the aircraft is readily feasible, and will provide a significant return on investment.

Achieving this penetration will require an investment of about $5.8 million, with a payback period of about 5 years.  Based on the expected sales profile, the effort is forecast to begin having a positive cash flow after three years.  The estimated 25 year net present value (NPV) (at 18% cost of capital) is approximately $52.3 M.  The internal rate of return is 67% for the 25 year period.  Considering only the first ten years, the Internal Rate of Return (IRR) is 64%.
The team conducted a sensitivity analysis on possible variances in the sales forecast looking at what would happen if sales grew at either at 80% or 60% of the forecasted rate.  At 80%, the required investment increases to $8.4M, break-even occurs in 4 years, and the payback period is 6 years.  The 25 year IRR drops slightly to 50%, with the 10 year IRR at 44%.  At 60%, the required investment increases to $10.9M, break-even occurs in 5 years, and the payback period is 7 years.  Even with this increased time, the 25 year IRR is 38%, with the 10 year value still achieving 29%, despite the longer break-even and payback periods.

Other than the rate of sales growth, the team identified eight other factors that could affect profitability.  Of these, two were very significant: needing to reduce the monthly subscription fee and having a customer population that flew more often than expected.  A worst case analysis demonstrated that the GASS effort had about a 3% chance of achieving a negative Net Present Value (NPV).  In addition, the team has identified additional steps to control the factor that is most significant in affecting NPV. 
The design that can achieve these profitability rates is based on a comprehensive user need collection and decomposition analysis effort.  Seven relevant classes of stakeholders composed of pilots, aircraft owners, the Federal Aviation Administration, aircraft manufacturers, fixed based operators, associates/family members of pilots and the GASS system developers were taken into consideration.  Based on their needs, the team explored a range of options that could potentially meet those needs.  The initial morphological box of viable system elements resulted in over 332.5 million possible design combinations.  Using a linear utility analysis approach to select the correct elements, the team created a viable design that emphasizes modular software, integration of flight-proven hardware and software elements, and cost feasibility.  The team estimates that it will take approximately 18 months to refine the design, develop the software, procure and integrate the relevant hardware, and flight-test the system.
The key risk to succeeding is obtaining Federal Aviation Administration certification to operate this system aboard aircraft within the United States.  A four pronged strategy was defined to ensure certification does not become the high risk failure point.  First, GASS will actively engage the FAA to align GASS’s capabilities to enhance aviation safety to their interest in fostering aviation safety.  Second, GASS will hold frequent reviews of GASS system developments against FAA regulations and make demonstration of compliance a key criterion at GASS’s in-process design and test reviews.  Third, GASS will seek FAA input throughout the development process.  Fourth, GASS has dedicated time on the program’s schedule critical path to ensure adequate schedule margin exists to meet FAA review and approval requirements.  Additional risks major risks have been identified but none have been identified to be catastrophic.  Nevertheless, mitigation strategies have been prepared as the GASS Team’s key to their enactment lays with the early involvement of stakeholders in the development process.
To implement the design, the team has developed a complete work breakdown to guide all engineering and management activities.  In addition, the team has design a flexible organizational structure to develop, market and operate the GASS system.  Key to GASS’ profitability is that the infrastructure and manning requirements scale with the customer base.  The capital-intensive infrastructure is relatively small, allowing for periodic investments as the customer base grows, rather than a large capital investment upfront.  In addition, the labor component also scales with the customer base, allowing GASS to adjust its labor costs based on the actual customer demands, rather than requiring a large labor base upfront.

Based on the team’s work to date, the GASS concept is ready for investment.

Detailed project deliverables as well as additional electronic copies of this project can be found at http://mason.gmu.edu/~ljarusew/.
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The General Aviation Support System (GASS) is an integrated system-of-systems (see Figure 1) designed to provide the general aviation community with a unified set of capabilities that enhance user convenience and flying safety.  It does this by providing pilots and aircraft owners with a one-stop source of pre-flight support, comprehensive in-flight support, and comprehensive record-keeping.  Preflight support includes developing high quality flight plans and associated concierge services for aircraft support and pilot in-route/destination personal services.  The in-flight support includes advisory monitoring of pilot external factors, such as weather and region-wide air traffic updates, real time aircraft systems condition monitoring to detect impending failures, support to pilots in case of emergency situations, and priority notification to family members and associates of pilots who may be experiencing flight delays for various reasons.  The post-flight support includes automated pilot flight log book maintenance, long term trend analysis of aircraft performance data to detect incipient failures, and tracking / notification of pilot and aircraft recurring events such as flight physicals, status of currency for operating under different conditions (e.g., night flying or Instrument Flight Rules conditions with passengers) and aircraft periodic maintenance events.  A scenario that illustrates how GASS could be used is in Appendix B.
Figure 1 GASS Operational Concept

This report documents the results of the GASS development team analysis.  The team has 

· Conducted a comprehensive market analysis to determine the needs 

· Pinpointed the appropriate market entry point  

· Fleshed out the concept to the level of an initial design

· Assessed the economic viability of the concept

· Conducted a risk assessment to identify major risks and created viable risk mitigation techniques for each
· Developed a comprehensive implementation approach and organizational structure for profitably developing, deploying and operating the system

The main body of this report presents the business case for GASS.  Details on how this case was developed are presented collectively in the appendices attached to the end of the report.  Please note that the majority of the graphics and deliverables presented in this report were developed utilizing the Department of Defense Architecture Framework (DODAF) as the primary means of visualization.  DODAF was selected for the development of this project due to GASS Team familiarity.
2.0 Business Case

The GASS business case is summarized in Figure 2 below.
2.1  Strategic Fit 

2.1.1 Business need
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With over 204,000 civilian aircraft and 624,000 licensed pilots in the United States, general aviation is thriving.  In this market, there is a demand for convenience and safety support through tracking, monitoring, communications, and safety systems.  Despite rapid product development advances in these areas, there are currently no systems that offer user-friendly integration of real-time flight planning, flight tracking/in-flight support, aircraft systems monitoring / assessment, and automated record keeping.  In addition, the general aviation community and the U.S. government desire to provide pilots with real-time support in safety critical situations to help reduce general aviation accidents.
2.1.2 Contribution to key objectives
Figure 2: GASS Business Case
Developing, implementing and operating the GASS system will support our mission and strategy to lead innovatively, provide quality products and add value to our stakeholders’ interests.  The goal of the GASS is to position itself as the leader in general aviation services for small aviation businesses and independent pilots.

2.1.3 Stakeholders
GASS has the following stakeholders, each with their own general needs and interests:

· Pilots: Desire convenience in flight planning, assistance with record keeping, warnings about situations that affect safety, effective assistance during in-flight situations and comprehensive automated record-keeping
· Aircraft Owner:  Desire warning of incipient problems before they become serious, timely notification of due maintenance events, and assistance with aircraft record-keeping
· Federal Aviation Administration:  Responsible for aviation safety, provides air traffic information, and establishes the regulatory framework for aviation-related services
· Aircraft Manufacturers:  Desires data about long-term performance of aircraft systems; also desire any value-added services that would make their aircraft more attractive then their competitors in the marketplace.
· Fixed Base Operators:  Desire visibility in the market place, and opportunities to present their services to the flying community
· Associates of Pilots (Family, Friends, Business Partners):  Desire notification of changes in pilot’s arrival time, and ability to send real-time messages to the pilot while in flight. 
· GASS System Developer: Viable cost, schedule and performance requirements, including appropriate “ility” requirements

Details on the stakeholders and their needs can be found in Appendix C.
2.1.4 Existing arrangements

A comprehensive market survey uncovered no systems that offered the range and scope of services that GASS proposes to deliver.  Several systems were found that could be incorporated into GASS.  The GASS market analysis results are documented in Appendix D.
2.1.5 Scope of GASS
The minimum scope of the GASS system includes pre-flight planning, real-time aircraft and pilot monitoring and tracking, and post flight record analysis.  It is possible to segment the GASS system along each of those three areas, but doing so would dilute the competitive advantage that the GASS system as a whole would bring to the marketplace.
The GASS concept is an integration of three distinct areas:
1. Pre-flight planning
2. In-flight real time support
3. Post-flight condition monitoring /trend analysis and recordkeeping
Currently, individual general aviation pilots are responsible for generating flight plans and filing those plans with the FAA.  In-flight monitoring is limited to onboard systems showing indications to the pilot with no external notifications.  Post flight recordkeeping is not centralized; it is left to the individual pilots and aircraft owners.

GASS will provide each pilot a tailored flight plan product for the pilot’s inspection, file the approved plan with the FAA, and then follow the pilot throughout the flight.  With the prior flight plan knowledge, the GASS operations center can offer advice and assistance to the pilot in the air should there be emergent needs for deviation due to weather, changed plans, etc.  Over time, GASS will expand to include ground based concierge services like arranging for fuel services, ground transportation, and hotel accommodations.
The GASS concept also provides real-time aircraft condition monitoring.  On-board systems and pilot physiology will be polled internally to the aircraft and the status will be relayed to the GASS Operations Center.  Deviations from expected values will be flagged and evaluated by GASS Operators, who will in turn contact the pilot for notification and possible assistance.
Finally, post flight recordkeeping, to include both pilot and aircraft records, will be aided by the data GASS accumulates about the flight duration and conditions, aircraft system status and pilot flight hours.  GASS will automatically update pilot records and notify the pilot about periodic aviation currency requirements (pilot physicals, biannual checkflights, and experience currency requirements).  GASS will trend analyze collected systems data to determine if incipient failure conditions are evident.  If so, it will alert the aircraft owner, allowing preventative maintenance to occur before an in-flight emergency occurs.  In addition, GASS will maintain aircraft service records in a centralized location with easy access by both owners and authorized maintenance staff.
Details on the use cases and functional decomposition of user requirements that underpin the need for these capabilities can be found in Appendix C.
2.1.6 Constraints 
The primary constraint for GASS will be the requirement for Federal Aviation Administration (FAA) certification of aircraft-installed equipment.  Without this certification, no GASS operations can begin.  This certification cannot be achieved until the planned GASS system has been developed and verified to the FAA’s satisfaction.  The team assesses that this is the key risk to the program.  A four pronged strategy was defined to ensure certification does not become the high risk failure point.  First, GASS will actively engage the FAA to align GASS’ capabilities to enhance aviation safety to their interest in fostering aviation safety.  GASS has identified the FAA as a major stakeholder, and has made provisions to share results of collected data (on an anonymous basis) with the FAA.  Access to such data would provide the FAA with a valued source of objective information for informing sound decision making.  This, in turn, will incentivize the FAA to minimize bureaucratic inefficiencies in the approval process. Second, GASS will hold frequent reviews of GASS system developments against FAA regulations and make demonstration of compliance a key criterion at GASS’ in-process design and test reviews.  Third, GASS will seek FAA input throughout the development process.  Fourth, GASS has dedicated time on the program’s schedule critical path to ensure adequate schedule margin exists to meet FAA review and approval requirements.
2.1.7 Dependencies 
The key external dependencies of the GASS system are:

· Interface with the Federal Aviation Administration’s air traffic and Notice to Airmen’s systems

· Interface with the National Weather Service’s weather reporting system.

· Air to ground data and voice communications network

· Compatibility of GASS hardware and software with the on-board aircraft systems, 

· Maturity of physiological sensors 
· FAA approval and acceptance of the system.
The first two interfaces are well-defined and are available for use today.  The air-to-ground communications interface issues are minimized by using the well-defined interfaces inherent in today’s almost universal cell phone network (widely visible from flying aircraft).  Compatibility with on-board systems will be enabled by using current flight-qualified hardware and systems (which will also aid in FAA certification) and arranging a close partnership with the four major US aircraft manufacturers (Cessna, Piper, Hawker Beechcraft, and Mooney).
2.2 Market Analysis

The GASS team conducted a comprehensive market analysis of the general aviation market within the United States (note that the US has about two thirds of all general aviation aircraft in the world).  As of 2007, there were approximately 204,000 aircraft in service in the United States.  [image: image100.emf]These logically fell into one of six categories, as shown in Figure 3.
Figure 3: GASS Market Segments
Based on this market segmentation, the GASS team market introduction strategy is to begin by offering an initial capabilities focused on pilot support services to the initial target market - the high end business/personal use.  This will commence with FAA certification, planned to occur 18 months after system development begins.  From there, GASS will expand to the low end business/personal use segment about a year later, and then the business jet market the following year.  As the market expands, GASS will also offer a more comprehensive package, providing both the pilot services and aircraft monitoring services.  Finally, GASS will offer an aircraft-only capability, targeted at fleet operators who would value having the aircraft monitoring features of GASS.

Market saturation is forecast to occur relatively slowly, with saturation of the full service capability forecast to take 15 years.  As the general aviation community becomes aware of GASS, the system will diversify.  At full saturation, GASS expects to be used by about 6% of the general aviation pilot population and to be deployed on about 16% of all general aviation aircraft.

The baseline estimated sales forecast is shown in Figure 4.  Initial deployment will be kept at a manageable scale to ensure that the operations center utilities are fully functioning and to rectify any issues that may be encountered early on.  The “Full Service“ line in  Figure 4 represents the High End and Low End Business Personal categories from Figure 3.  The “Aircraft only” line represents the expansion across the other aircraft segments.  The “Pilot Only” line is for the remaining part of the pilot population that is not included in the High End /Low End count.
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Figure 4: Sales Forecast
A complete market analysis was conducted and is included in Appendix D.
2.3  Alternatives

The GASS concept offers bundled services not currently available in the general aviation marketplace. The following is a list of each functional component of the GASS system and the existing landscape within aviation:
· Flight Planning: There are a number of online flight planning services and software tools that one can purchase to produce a flight plan.  There are many run-of-the mill services that provide a pilot the ability to produce a flight plan using the internet, but few incorporate the entire suite of capabilities and features provided by GASS.
· Airplane Monitoring: Unlike flight planning, flight monitoring is typically provided by the aircraft manufacturers during production.  Outside companies are rarely contracted for monitoring and most airlines monitor their aircrafts with maintenance crews that check aircraft health before and after flights.  A few outside companies have developed remote monitoring, the best-known and comprehensive system being Boeing’s Remote Management of Real-Time Airplane Health Monitoring (AHM).  However, this is used for largely by commercial aircraft, and is not focused on the general aviation market.
· Pilot Physiological Monitoring: There are few solutions for pilot physiological monitoring out in the field right now.  Currently, commercial and non-commercial pilot physiology is completely unmonitored. 
Further discussion on available alternatives can be found in Appendix D.

2.4 Baseline Net Cash Flow and Sensitivity Analysis

Based on this market forecast and an estimate of annual GASS development and operational costs, the baseline GASS net cash flow estimate is shown in Figure 5 (cumulative basis) and Figure 6 (annual basis) below.
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Figure 5: Cumulative Net Cash Flow
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Figure 6: Annual Net Cash Flow

Based on the expected sales profile, the effort is forecast to begin having a positive cash flow after three years.  The estimated 25 year net present value (NPV) (at 18% cost of capital) is approximately $52.3M.  The internal rate of return is 67% for the 25 year period providing, in essence, an investment safety factor of 49 percentage points.  Considering only the first ten years, the Internal Rate of Return (IRR) is 64%.  Achieving this gain will require an investment of about $5.8 million, with a payback period of about 4 years.
The team conducted a sensitivity analysis on possible variances in the sales forecast, looking at what would happen if sales grew at either at 80% or 60% of the forecasted rate.  Figure 7 below shows the impact.  
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Figure 7: Impact of Sales Variance
At 80%, the required investment increases to $8.4M, break-even occurs in 4 years, and the payback period is 6 years.  The 25 year IRR drops slightly to 50%, with the 10 year IRR at 44%.  At 60%, the required investment increases to $10.9M, break-even occurs in 5 years, and the payback period is 7 years.  Even with this increased time, the 25 year IRR is 38%, with the 10 year value still achieving 29%, despite the longer break-even and payback periods.

Other than the rate of sales growth, the team identified eight other factors that could affect profitability.  Of these, two were very significant: needing to reduce the monthly subscription fee and having a customer population that flew more often than expected.  A worst case analysis demonstrated that the GASS effort had about a 3% chance of achieving a negative Net Present Value (NPV).  In addition, the team has identified additional steps to control the factor that is most significant in affecting NPV.
The detailed cost and revenue estimates can be found in Appendix I.
2.5 System Design
The overall GASS system development process is outlined in Appendix A. GASS has chosen an evolutionary development process (on yearly centers), with a waterfall development process within each development increment.
The system design is based on a semi-centralized architectural concept.  The Intent Specification documenting the overall GASS requirements that drove the selection of this architecture is in Appendix E.  Shown in Figure 8, the basic architecture involves a single operations center, which has its server / storage elements duplicated at a separate location.  The on-aircraft systems are robust, maintaining a full set of processing and storage.
A robust ground user interface and interfaces to the various supporting external elements completes the architecture.  The architecture selection process is described in Appendix F. 
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To support the design of the specific form of the elements of the architecture, a detailed throughput and capacity analysis was completed to determine the size of the various system elements and is included in Appendix G.  Three different analyses were conducted:

Figure 8:  GASS Architecture

· Data capture analysis, describing how much data was collected on-board the aircraft

· Data transmittal analysis, defining the average and maximum data rates between the aircraft and the ground

· Ground data storage analysis

The on-board data storage requirement was found to be about 2.6 Megabytes, which is a very small requirement.  The max data rate between air and ground was found to be 32 kilobits per second, well within the capabilities of several design choices.  Finally, the ground storage requirements were divided in on-line and off-line storage requirements.  On-line requirements were for supporting operations.  Off-line storage requirements were predominately driven by maintaining records for the statute of limitations for legal purposes (five years).  Once the customer base was fully in place, the on-line storage demand was estimated at about 14.4 terabytes and the off-line storage at 58.4 terabytes.  While significant, they are well within the technology limits available today. 
Once these analyses were completed, the GASS form elements were identified.  The SV-2 shown in Figure 9 shows the form elements.  For each element, 2 - 12 choices were identified, leading to over 88.2 million possible configurations.  The configuration elements were down-selected using a utility analysis approach.  For this analysis, a more refined set of stakeholder values was used.  In addition, the team made a linearity assumption, in that the utility values added linearly across the various form elements (there are no nonlinear dependencies between form elements).  This reasonable assumption was supported by an incompatibility analysis, which identified if there were negative factors between various choices across the form elements.  The results of the utility analysis are shown in Table 1 below.
Technological requirements for the GASS system can currently be met by products available in the marketplace.  As previously discussed, and also included in the next section on risk, the challenge for GASS will be the integration of the available technologies into a cohesive system.
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Figure 9: GASS System Nodes with System Elements (SV-2)

In addition to these hardware elements, the team identified that the following software elements would need to be developed or integrated (if commercial off the shelf or modified existing software):

· Aircraft side

· Aircraft Controller / Analyzer / Data Manager

· Aircraft Communications Manager

· Ground side

· Ground Communications Manager

· System Manager / Operator Console

· Tracker / Analyzer

· Post Mission Analyzer

· Data Base Manager

· Alert Manager

· Interface Manager

· Flight Planning

Additional details on the selection process can be found in Appendix H.  The detailed performance requirements are in Appendix K.

Table 1: GASS Hardware and Software Form Selections[image: image104.emf]Form Type
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Blade server Flight Planning Software  COTS 
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Data Manager Custom built

Pilot Visual Interface Existing Interface
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Data Manager Custom built

Pilot Audio Interface Existing Interface

Cable connection on aircraft  Aircraft Communications  Modified COTS

Integration Interface Hardwired

Cable connection on aircraft  N/A

Data Recorder Solid State

1 U size aircraft qualified solid state 

storage 

Aircraft Controller / Analyzer / 

Data Manager Custom built

Physiological Sensing

Movement Sensing Suite Analysis 

(e.g. control use & seat movement)

Various

Aircraft Controller / Analyzer / 

Data Manager Custom built

Aircraft Hull & Systems Sensing

Existing sensors with new GASS 

additions

Custom

Aircraft Controller / Analyzer / 

Data Manager Custom built

Flight Tracking

Piggy-back Manufacturer Installed 

System

N/A

Tracker / Analyzer Custom built
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2.6 Project Risk Assessment

A risk assessment was conducted of the GASS concept.  Risk assessment identifies risk events, determines impact(s) (including consequence and magnitude of the impact on the program), assesses the probability of occurrence, and develops a risk rating based on the intersection of the program impact-probability matrix.  This rating provides the necessary program visibility and forms the basis for risk mitigating activities.
A summary of the results of the GASS analysis are shown below.  Ten major risks of various types were identified as were their impacts and mitigation strategies. For a project with the scope of the GASS system, there are relatively few high-value risks that even the risks with the greatest potential for disaster were shown to be in the lower bounds of criticality and can be easily mitigated or reduced with the proper actions early in the system design.  
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These risks were 

1. Loss of Contact

2. Incompatibility with Existing Manufacturer-Installed Sensor Suite

3. FAA NOTAMs & TFR Procurement

4. NWS Weather Data Procurement

5. Physiological Sensor Suite Robustness

6. Physiological Distress Sensitivity

7. Incompatibility with Manufacturer-Installed Display Unit

8. Investor Funding Reductions

9. FAA Approval

10. Electromagnetic Interference

The probability/consequence matrix in Figure 10 shows the estimate of each risk.

Figure 10:  GASS Risk Matrix

The risk handling strategies are in Table 2 below.  The GASS Team has already considered these mitigation strategies in the development of the system to date and intends to more fully implement them as the program evolves.  This information and basic processes will eventually be incorporated into a GASS Risk Management Plan (RMP).  More details on the risk analysis can be found in Appendix J.
	Risk Number
	Risk Event 
	Risk Handling Plans (Mitigation Approaches)

	0001
	Loss of Contact
	· Include loss of communications in scenario evaluations.

· Consider loss of communications in requirements and specification development.

· Test for communications failures during system evaluation

	0002
	Incompatibility with Existing Manufacturer-Installed Sensor Suite
	· Consult manufacturers to identify current sensors and sensing capabilities during initial design phase

· Create database of all relevant sensors used by potential manufacturer partners/customers

· Maintain liaison with manufacturers to promote update/refresh of sensor database

	0003
	FAA NOTAMs & TFR Procurement
	· Notify FAA of system intentions at project initiation

· Maintain FAA input throughout development process

· Consider implementation of alternative means to input TFRs and NOTAMs as a backup

	0004
	NWS Weather Data Procurement
	· Notify NWS of system intentions at project initiation

· Maintain NWS input throughout development process

· Consider implementation of alternative means to input weather data as a backup, such as the use of a third party

	0005
	Physiological Sensor Suite Robustness
	· Identify potential stress/loading conditions of sensor suite during preliminary design

· Subject physiological sensors to robustness-testing

	0006
	Physiological Distress Sensitivity
	· Identify potential stress/loading conditions indicative of normal human movement

· Consult medical experts for typical limits of human actions/reactions when in physiological stress

· Obtain medical expert opinion at project initiation

· Integrate medical criteria in system requirements and specifications

· Conduct testing of physiological components to determine ability to distinguish stress

	0007
	Incompatibility with Manufacturer-Installed Display Unit
	· Consult manufacturers to identify current display technologies during initial design phase

· Create database of all relevant display technologies used by potential manufacturer partners/customers

· Maintain liaison with manufacturers to promote update/refresh of display database

· Conduct testing to ensure display compatibilities

	0008
	Investor Funding Reductions
	· Maintain investor and manufacturer interest in GASS through routine updates of program status and market analysis

· Evaluate and rank desired functionality early in GASS development

· Stay on schedule and on budget

· Ensure GASS functionality is modular thus allowing for rapid trade-off analysis and action

· Maintain database of potential architecture solutions to assist in enabling trade-off analyses

	0009
	FAA Approval
	· Notify FAA of system intentions at project initiation

· Maintain FAA input throughout development process

· Promote frequent review of GASS system developments against FAA regulations

	0010
	Electromagnetic Interference
	· Enact requirements for EMI shielding

· Test components for EMI


Table 2: GASS Risk Handling Approaches

2.7 Project Schedule
A Work Breakdown Structure for the GASS project was developed and is available in Appendix M.  The WBS was documented in a partially chronologic order to assist in the development of project schedules and costing analyses.  The five year GASS schedule is shown in Figure 11 below, and a detailed PERT chart for this project can be found in Appendix N.
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Figure 11: GASS Development and Operations Schedule
2.8 Verification
Approval of the project scope and associated deliverables will be obtained before proceeding with the development of the GASS system.  Deliverables will be inspected by the stakeholders and requested changes or corrective actions documented and processed using a change control process.
2.9 Implementation Strategy
Upon concept approval, the GASS team is ready to step into the next segment of development of the GASS system.  The GASS team has defined a complete implementation and operations approach, described in Appendix L.  Finally, a comprehensive approach to system development management is discussed in Appendix O.
Although GASS is currently a concept team only, it is envisioned that its growth will rapidly expand as new markets are opened and expanded.  Whereas initial manning will be relatively small and subcontracting efforts may be required, a matrix organization will be used.  This will provide the nimbleness and cross-communication between disciplines and projects required to ensure the successful development of GASS.  By adopting the structure of a matrix organization early, it is the hope of the GASS team to limit the “growing pains” associated with new organizations and help promote our desired expansion into the premier provider of aviation support services.  The GASS team has developed a by-year manning profile, shown in Table 3.
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Table 3: By-Year Manning Profile
2.10  Legal Considerations

It is important that the GASS company is protected against liability.  It offers a service to customers that might, in the case of a catastrophic event, cause the company to be considered liable for that event.  For instance, GASS operators might be assisting a customer through a dangerous weather situation, or providing other advice to a customer, and the circumstances are such that the customer’s plane crashes.  There is a risk in providing such advice in such situations, as there is also a risk on the customer’s part in taking that advice, because nothing is perfect.
Steps that GASS will take to protect both themselves and customers include the following:

· Retain proper legal advice

· Adequately warn customers about potentially dangerous situations.

· Build and ensure business practices in the company comply with state and federal regulations.

· Provide a legal handbook to managers and employees about the laws governing their day-to-day activities and help companies comply with state and federal regulations.

· Negotiate contracts that will protect our rights and help avoid disputes with our suppliers and customers

· Protect our business from devastating liability costs with the proper insurance coverage, for both the corporation and officers.

One of the ways GASS will protect itself is through the use of a Terms and Conditions agreement with the customer.  A sample Terms and Conditions, with a paragraph detailing the specific limitations of liability is shown in Appendix O.  The actual agreement would of course be developed and vetted through legal counsel, and signed by the GASS user.
The intellectual property rights to GASS is also of extreme concern as the GASS Team wishes to retain all rights to the system and limit potential competition.  To ensure total protection of the GASS intellectual property, the team is currently in discussions with legal council to ensure GASS is adequately and sufficiently protected under applicable U.S. and International law.  The intent of the GASS Team is threefold:

· To trademark the GASS brand to ensure that it is survivable and synonymous with general aviation services.

· To patent GASS system thus preventing competitors from utilizing proprietary procedures and processes.

· To copyright all unique GASS software.

2.11  Conclusions and Recommendations

The GASS team has identified a significant, profitable business opportunity that enhances general aviation safety and provides pilots and aircraft a new level of convenience and flight security.  This opportunity integrates three logically connected classes of services: preflight planning, in-flight support for both routine situation advisories and emergencies, and post-flight record-keeping and analysis of aircraft system data to detect incipient failures before they occur.  The GASS team has analyzed the market structure and defined feasible market segments.  It identified the major stakeholders and assessed their needs, documenting the requirements.  It then took those requirements, defined a practical system architecture, and then developed a system implementation capable of meeting the requirements.  The team then defined a flexible organizational structure to develop and operate the system.  In the process, the team assessed the major risks and established effective risk handling strategies for each.  A comprehensive economic model was developed, incorporating all identifiable factors.  This model demonstrated that a significant profit opportunity exists, with an expected IRR of 67%.  A sensitivity analysis was conducted on the major estimating factor, sales growth, showing that even in a reasonable worst case scenario, a better than average IRR is attainable.

Although the cost assessments and financial predictions of the GASS team are based upon 25 years of operation, it assumes minimal expansion of GASS capabilities and functionality.  It is likely GASS will have other opportunities for system expansion potentially including expansion into areas outside the U.S. (e.g. Canada, Europe) and the inclusion of other highly desirable subscriber functions.
Additionally, beyond the safety and convenience features provided to subscribing customers and the potential for profit, extensive industry participation has been foreseen.  Market analysis indicates GASS will become a key selling feature in future aircraft sales and that destination airport services and their local amenities will also profit from the enhance consumer awareness GASS participation can provide.  With the growth of GASS usage and awareness, there is an obvious potential for additional profit mechanisms to be enacted that are not currently addressed in the GASS Team's base analyses.

Given the maturity of the GASS design, the technical expertise of the GASS Team and the through managerial groundwork already in place, the only roadblock to the development of this system is the current lack of investment.  At this point, the GASS team is prepared to move forward.  To develop investor confidence in the strategy, the team recommends a three phase investment strategy.
First Phase: A 6 month intensive stakeholder discussion and concept refinement process, to validate the assumptions and concepts presented here.   This phase would require an investment of $200,000, and would give investors confidence in the concept and its marketing and development viability.  The concept would be explored in depth with three groups, representing the make-or-break stakeholders:
· The top 50 aircraft dealers in the United States, who would represent the pilots and aircraft owners

· The four major US general aviation manufactures

· The Federal Aviation Administration
Discussions with these stakeholders will address four issues:
· Is the concept viable from their perspective?
· Will they support the development of the concept?
· Are there significant barriers that must be overcome that the team failed to account for?
· Do other opportunities exist that could be incorporated into the effort?

In addition to viable, this first phase would also recruit the key staff necessary to initiate the program.
Second Phase:  Assuming a successful phase one, a commitment to initiate the development of GASS, with funding to carry the program through initial design (through to the critical design review (CDR)) and early marketing commitment.  Phase 2 is the program go-ahead.  The CDR is scheduled for the 8 month point after program go-ahead, and the program would require an additional investment of $1.8 M to achieve that point.  At CDR, the investors will be able to review design results, assess the probability of a timely FAA certification, and examine initial marketing results 
Third Phase:  Assuming a successful critical design review and early marketing review, commit funding to deploy and operate the GASS system.  The remaining funding to complete development and deployment of the system and sustain operations until the breakeven point is reach is estimated to be $3.8 M.
This three phased approach will give the investors significant decision milestone, with the ability to limit downside exposure.

Furthermore, with the expansion of GASS, it is also highly likely it will become a key target for acquisition by competitors, partners, and other entities.  GASS is ready for investment.

3.0 Guide to the Appendices
The details of the how the team developed GASS are in the appendices.
· Appendix A describes how the team selected its development process and describes the specific process used for this effort
· Appendix B provides a scenario to help the reader understand the GASS concept.
· Appendix C documents the results of the team’s initial needs analysis, and then goes through the development of the functional activities of the system
· Appendix D documents the results of the team’s market analysis
· Appendix E presents the team’s Intent Specification
· Appendix F documents how the team selected the overall architecture that implements the functions from Appendix C and the requirements of the Intent Specification
· Appendix G documents the team’s analysis of the concept’s throughput and data capacity requirements
· Appendix H shows how the team refined the architecture from Appendix F, defined system element options and selected the final system concept.  
· Appendix I provides the cost estimate for the selected concept
· Appendix J provides the risk analysis for the selected concept, and the recommended mitigation activities for those risks
· Appendix K documents the system performance requirements
· Appendix L describes the team’s planned program management activities for developing and operating the GASS system
· Appendix M gives the Work Breakdown Structure for developing GASS
· Appendix N gives the detailed PERT chart for the development, deployment and operation of GASS
· Appendix O provides the legal protection factors for GASS
· Appendix P provides a checklist that identifies the tasks, considerations, and “best practices” that would be generally useful for applying in future systems engineering  projects 
The actual files used in the generation of the appendices, as well as the electronic copy of this report and its associated presentation can be found at http://mason.gmu.edu/~ljarusew/.
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Appendix A:  Selecting a Product Development Process
This Appendix describes how the GASS team selected its product development process.  The team considered two basic approaches:  a classical waterfall approach and a spiral development approach.    The waterfall approach is shown in Figure 12
.  The spiral model is shown in Figure 13
 below.
Figure 12: Waterfall Approach
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For the waterfall model, Planning includes:

· Define objectives
· Determine scope 
· Stakeholder analysis

· Assumption definition

· Project work plan
· Intent specification
Analysis involves
· AoA (Utility analyses)

· Market analyses

· Risk analyses
· Cost estimate

Figure 13: Spiral Model (Boehm, 1988)
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   Target Market:  Civilian pilots and small business flight  providers      Target Need:   An economic system that integrates  conven ience and safety features to streamline all aspects  of flight operations and minimize loss of life and  equipment      Intent:  Provide the notional structure for the General  Aviation Support System (GASS), an integrated solution  offering Flight Planning, Pilot/A ircraft Monitoring &  Tracking, and Pilot/Aircraft Post - flight Record Analysis      Mission:  To help maximize flight safety and streamline  flight operations by integrating an affordable solution of  flight planning, monitoring, tracking, and record  analysis featu res      Goal:   To field a commercially viable prototype by 2010  and to introduce the GASS system into the target   market by 2011  

Design involves the preparation and finalization of the system level design.  
Construction involves the actual building of the system.  Implementation is the testing and installation of the system.   Operations is its use in its intended environment.
The spiral model is built around the repeated application of four steps

· Determining the system’s objectives

· Identifying and resolving risks (this step also includes preliminary design)

· Conducting development and test

· Planning for the next iteration
In executing a spiral model, it’s presumed that the system will be developed as a set of prototypes, each one progressively more capable as the spiral process covers more and more of the desired system capabilities.  

In looking at these two basic processes, the team decided that it would not attempt to develop multiple prototypes to assist in the development process.  Useful as these might be, they did not fit either the team’s schedule or resource availability, so the team opted for the waterfall process.  That said, the team recognized that the actual development process would probably lead to an initial capability, which would be enhanced through subsequent updates.  Therefore, an iterative waterfall model for the entire lifecycle would be appropriate (see Figure 14 below).
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Figure 14: Anticipated Life Cycle Development Process
In addition, the team decided that it would only concentrate on the first three activities within the waterfall process.  Factors associated with Construction, Implementation and Operation would be considered during the team’s effort, but they would be beyond the scope of this initial effort.
To develop GASS, the Department of Defense Architecture Framework (DODAF) was selected as the primary method of deliverable generation and visualization due to the GASS Team’s familiarity of its usage.  DODAF utilizes two main views to express system actions – Operational Views (OVs) and System Views (SVs).  It is the combination, consolidation, and traceability between these views and their products that formed the basis for the GASS development process.

The GASS team broke the Planning/Analysis/Design process into the steps shown in Figure 15.  This figure outlines the GASS team’s specific actions.
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Figure 15: GASS Design Process

The team began with the stakeholders’ needs, documenting them in our needs matrix.  We also determined the problem to be solved, which formulated our mission and goals.  To ensure we properly captured the needs and problem, we created a scenario and a set of use cases to articulate what we understood the system had to do.
We then did two documentation actions.  We developed an Intent Specification to capture the high-level system requirements, and created a Stakeholder Value Decomposition which captured the specific stakeholder values and their relative weights (for use in our utility analysis).

From the Intent Specification requirements, we defined the operational activities and performed a functional decomposition.  This was captured in our OV-5 Operational Activities document.  The OV-5 has two views:  a static node tree showing the functional decomposition, and a series of IDEF0 diagrams showing the relationships amongst the operational functions.
From the operational functions, we began to create the form of the GASS solution.  We followed two parallel paths.  First, we defined a set of high level architectural choices for the system.  These choices were captured in our OV-2 Operational Node diagrams, one for each of the three choices we selected for evaluation.  Second, we defined the system functions that would implement the operational functions. The system functions were captured in our SV-4 System Functionality Description diagram, and the trace between the system and operational functions was captured in the SV-5 Operational Activities to System Function Traceability Matrix.
Once the architectural choices were defined, we performed a utility analysis on the choices using the weights and criteria developed for the Stakeholder Value Decomposition.  This resulted in an architectural choice.

Concurrently, we began to define the system elements that would implement the system functions.  The initial results were captured in the SV-2 System diagram and were refined once the architectural choice was selected.  

We next completed a series of analyses that defined the range of performance we would require in key areas.  Once completed, we then developed a morphological box outlining the possible component choices that could implement each system element.  
Following this, we conducted an in-depth utility analysis to select the final implementation of the system, using the Stakeholder Values Decomposition to provide the criteria and weights for the analysis.  This resulted in the GASS design.

We periodically did a back-trace, feeding back our results to earlier work to ensure that we stayed consistent with the original stakeholder intent.

The output from this process was then flowed into a cost and risk analyses to determine the ultimate feasibility of the system.
Appendix B: Scenario

Sharon was pleased.  She was driving from her hotel for a final meeting with a client at the outskirts of Peoria IL.  She had flown in from her home in Denver in her own Piper Meridian two days earlier, and had a very successful in-process review on a key project for her company.  Now she was wrapping things up, and looking forward to a weekend skiing at Aspen.  She planned to fly back to Denver, pick up her husband and daughter, and then fly out to Aspen.  As she was thinking about this, she remembered that she would need a flight plan.  These days, it was so easy.  One phone call or web page entry and a high quality plan would be waiting for her at the plane.  

She picked up her cell phone and called the GASS operations center.  Brian answered, and she told him “Hi, my name is Sharon Smith, and I want to fly from Peoria IL to Rocky Mountain Metropolitan Airport by Denver, leaving here about noon.  I will be stopping in Denver to pick up my family, and then proceed on to Aspen-Pitkin County airport in Aspen.  Could you please prepare my flight plan?”  Brian answered “Sure, could I get your member number please?  “61980” Sharon responded.  Brian entered the member number into his computer, and pulled up Sharon’s profile.  “I see that you own a Meridian.  Is that the aircraft you’ll be flying? “Yes” Sharon responded.  Brian then confirmed that Sharon’s preferences, as listed in her profile, were what she wanted to use, and the call ended.
Brian quickly entered the planned route into the computer.  The system then pulled up the current weather data (which is updated every 5 minutes from the National Weather Service), searched for the relevant Federal Aviation Administration Notices to Airmen, Sharon’s pilot’s certificate data, her flying currency data, and her aircraft performance information from Sharon’s profile.  It then created an initial flight plan and presented the plan to Brian.  

He examined the plan and noticed that the weather on the Great Plains was forecast to change.  Presently, the winds aloft were blowing westerly, but a front was moving down from Canada that would shift the winds rather quickly to the east.  In addition, the front was expected to create some localized snowstorms in the Colorado mountains.  Based on the forecast, the front would not arrive until after Sharon landed in Denver.  Brian ran a check on the fuel reserves in case the wind shifted earlier and added a note to the plan that Sharon needed to make sure she took off with a full fuel load.  He then loaded the plan into the system for Sharon’s review.  Since Sharon had chosen the on-aircraft review option, the system would send the plan to the aircraft as soon as Sharon powered the aircraft up.  Finally, the system sent a priority email alert to the fixed base operator at Peoria Municipal Airport to fuel and service Sharon’s aircraft in time to support a noon departure.

The final meeting with the client ran late, as an unexpected issue cropped up.  So Sharon got to the airport at 1:15.  She immediately powered up the aircraft and then began her external preflight inspection.  While she was doing that, the on-board GASS processor came up, and did a communications check with the GASS operations center.  After communications were established, the operations center downloaded the flight plan and current weather and Federal Aviation Administration (FAA) conditions data to the aircraft.  Sharon completed her external preflight and entered the aircraft and sat down in the pilot seat.  She pulled up the flight plan and supporting information on her multifunction display.  The data included the current FAA Notice to Airmen (NOTAMs) that affected her (there were none) and a summary of traffic conditions between Illinois and Colorado (which were normal).  There was also a note from the FBO that they loaded 75 gallons of fuel and serviced the aircraft at 11 AM.  She examined the plan and the weather data.  It still showed the front would not affect her flight until about 30 minutes before she was due to land, but she nodded approvingly when she saw Brian’s note about having sufficient fuel reserves.  It was a wise precaution.  

She pressed the “Contact Ops Center” button on the touch screen, and Brian was on the line.  Sharon asked about the weather (the multi-function screen was rather small, and Brian’s large screen weather display showed better detail).  Brian commented that the front seemed to be moving faster than originally expected, and may affect her flight earlier.  However, given her fuel reserve and expected behavior of the weather in the front, it was not a significant danger to her flight to Denver.  However, depending on how it turned out, it could affect the flight leg from Denver to Aspen.  They ended the conversation and Sharon decided to accept the plan as is, and pressed the “File Plan” button on the touch screen.  The system then sent the flight plan to the FAA.

Sharon then ran through her pre-departure checklist, started the aircraft and proceeded with her flight.  Once the aircraft powered on, the on-board GASS controller began collecting aircraft system performance data from various sensors in the engine, avionics, fuel tank, electrical system, hydraulics system, and in sensors placed at key locations on the aircraft structure.  The data was continuously checked to see if any were out of limits, and the data was logged.  In addition, human physiology sensors in the seat belt discreetly monitored Sharon’s heartbeat and breathing patterns, while skin resistivity sensors built into the control yoke checked her galvanic response (sweating).  Collectively, the system would know whether the aircraft was in any kind of trouble, or whether Sharon was either having a medical emergency or was in any kind of bodily stress.

Once the aircraft began moving, the on-board GASS processor began sending an aircraft update record once a minute to the operations center.  The data included aircraft location (with altitude), airspeed, groundspeed, heading and a summary status of pilot physiology and aircraft systems.  The flight from Peoria to Denver was forecast to last about 3.5 hours.  Heather was the duty controller assigned to monitor Sharon’s flight, while John was the ops center director on duty.  The GASS system had already informed Heather that Sharon’s flight was planned, and notified her when Sharon filed her flight plan.  As Sharon began her flight, the GASS system began to track her flight, keeping Heather updated on the status and events in her flight.  Heather observed that the weather front was moving faster than expected, with the winds shifting direction about ninety minutes into the flight.  The system computed that this would delay her time of arrival in Denver by 20 minutes.  Heather contacted Sharon, who had already noted the wind change and ground speed reduction on her in-flight system.  She asked Sharon whether Sharon wanted the ops center to contact her husband and give him an updated time of arrival.  Sharon agreed, and Heather called and informed him that Sharon was going to be about 20 minutes late due to a weather change.  The GASS system also sent a message to Sharon’s preferred FBO at Denver with her scheduled arrival time, and a request for refueling.

Sharon landed without incident at Denver.  The FBO was waiting for her, and refueled her immediately.  Her husband and daughter were also waiting.  While they were boarding, Sharon rechecked the weather, noticing that snow showers were increasing near her planned flight path.  She contacted the GASS operations center, and talked with Heather.  They discussed whether Sharon should adjust her flight path to better avoid any possible storms.  Heather asked John, the senior controller on duty, to join the conversation.  John looked at the large wall screen display of the weather and zoomed in to focus on Colorado.  He ran a history summary of the past two hours, observing how the pattern had evolved.  He also brought up the National Weather Service forecast.  He pointed out that the weather pattern was spawning scattered snowstorms all throughout the region, and that there did not appear to be a route with a better chance of avoiding a snowstorm.  She thought that the color weather radar on the aircraft would help here navigate around any storm cells that might come across her path.

The flying time to Aspen was forecast to be about 50 minutes.  About 15 minutes into the flight, Sharon began to see a number of storm cells showing up on her aircraft color weather radar.  “Wow!” she thought.  “Glad I have this to help me navigate around the cells, especially at night.”  At the GASS operations center, Heather, tracking Sharon’s flight, also noticed the increased storm activity.  She alerted John that this flight may have problems.  After about 20 minutes of flying, a serious problem occurred.  As Sharon was flying around a particularly strong storm cell, her color weather radar failed.  She no longer had a precision on-board guidance to avoid such cells.  At this point, the on-board GASS sensor detected two items.  First, it detected the color weather radar failure signal given out by the radar built-in test software.  Second, it sensed the sudden increase in heart rate, breathing and sweating in Sharon.  It immediately sent an emergency flag to the operations center, along with all of the current aircraft systems, pilot physiology and navigation information.  The flag triggered an alert on both Heather and John’s consoles.  Each pressed the “details” button immediately, receiving a complete situation update on the aircraft and pilot status.  John, seeing that the weather radar had failed, called up a weather overlay on top of the flight track, and had it displayed on the large operations center screen.  John also called up a display of current FAA traffic radar data as well.

Heather immediately contacted Sharon.  Sharon was still emotionally controlled, but was very apprehensive about her circumstances.  She was glad to hear Heather’s voice.   She reported that she was concerned about flying into a storm cell blind.  Looking at the weather screen, Heather was able to reassure her that she was currently not flying into a storm cell.  She observed that there might be one or two cells that would need to be avoided in the near future.  At this point, the pilot physiology sensor reported that Sharon’s physiology was becoming more normal,

After about 10 minutes, Heather saw that a storm cell was entering Sharon’s planned flight path.  She suggested that Sharon divert by 15 degrees.  Sharon contacted the air traffic control and requested permission to divert track to avoid a storm cell.  The FAA controller approved the change, and Sharon did so.  Shortly thereafter, Heather detected another possible storm cell and again suggested a course change.  After Sharon requested and received permission for the second course correction, there were no further incidents and she was soon safely on her approach to Aspen airport.  Thereafter, the flight was uneventful.  She thanked Heather and landed the aircraft.
As the flight ended, the on-board computer transferred a summary record of all the recorded aircraft system data to the ground system.  The system used the aircraft time and landing records to update Sharon’s pilot record, noting her flight time of 6 hours under instrument conditions and two landings (including one at night).  The system forwarded the color weather radar failure information to the FBO at Aspen airport, who had the system repaired in time for her return flight home on Monday.

The GASS system also did a trend analysis on all of the aircraft systems data, including all of the data that had been collected on previous flights.  In doing so, it noted that the aircraft electrical voltage was trending low.  This was not an emergency situation, but something that should be looked at.  The system sent Sharon a routine email informing her of the finding, and asking if she wanted GASS to inform her mechanic.  A day later, she replied positively, and the system sent a notification to her mechanic.  After Sharon returned from her weekend in Aspen, the mechanic looked at the aircraft, and found that the master voltage regulator was operating at the lower limits of safe operations.  The mechanic replaced the regulator, and sent GASS an aircraft maintenance update notice, that GASS filed in Sharon’s aircraft maintenance record.  It also sent Sharon a courtesy notice that the maintenance had been done.  On her next flight, the voltage returned to its nominal level.
Appendix C:  Needs and Requirements Development
Introduction
This appendix describes the GASS needs elucidation, defines its operational functions, and details the GASS operational requirements.
Figure 16: Aircraft Accident Statistics 2004
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The GASS concept began as an idea provided by the lead stakeholder, Mr. John Becker, the Vice-President for Engineering at Piper Aircraft Corporation, Vero Beach FL.  It was suggested to him by one of Piper’s larger dealers, who sensed a desire in the general aviation market place for a capability similar in concept to General Motors’ OnStar®.  This capability would provide both convenience and improved safety to pilots and aircraft owners, by consolidating flight planning and record keeping activities, by providing early warning of incipient aircraft problems and by providing real-time support in case of in-flight emergencies.  Unlike OnStar, this service would provide support before an accident, rather than after, seeking to avoid a tragedy.
Given 1,631 general aviation accidents resulting in 491 fatalities
 in 2004 (the most recent National Transportation Safety Board statistics available; see Figure 16) alone, it is evident the continued lack of a convenient, affordable, and integrated method of flight planning, flight tracking, and human/aircraft monitoring is required to help prevent the loss of life and aircraft.
Stakeholders and Their Needs
For GASS, the following stakeholders and their general needs / interests were identified:
· Pilots:  Desire convenience in flight planning, assistance with record keeping, warnings about situations that affect safety, and effective assistance during in-flight situations
· Aircraft Owner:  Desire warning of incipient problems before they become serious, timely notification of due maintenance events, and assistance with record-keeping
· Federal Aviation Administration:  Responsible for aircraft safety, provides air traffic information, and establishes the regulatory framework for aircraft-related services
· Aircraft Manufacturer:  Data about long-term performance of aircraft systems; also desire any value-added services that would make their aircraft more attractive then their competitors in the marketplace
· Fixed Base Operator (FBO):  Desire visibility in the market place, and opportunities to present their services
· Associates of Pilots (Family, Friends, Business Partners):  Desire notification of changes in pilot’s arrival time, ability to send real-time messages to the pilot while in flight 
· GASS System Developer: Viable cost, schedule and performance requirements, including appropriate “ility” requirements
The team then identified a comprehensive set of needs for all stakeholders.  For GASS development purposes, the GASS team assigned the following weights in Table 4 to each of the stakeholders.  In addition, for each specific need identified, the team assigned a Need value that identified how important each needs was to each stakeholder (Table 5).  The total need set, along with the relative weight (sum of Stakeholder Weight * Needs Value) is shown in Table 6.
	4
	Capability is critical to stakeholder satisfaction

	3
	Capability has major marketable value to stakeholder

	2
	Capability has some worthwhile marketable value to stakeholder

	1
	Convenient, but unnecessary capability to stakeholder

	0
	Provides no relative value to stakeholder/stakeholder indifferent


Table 4: Needs Value to Stakeholder
	4
	Pilot/Customer

	4
	Owner

	3
	FAA

	2
	Aircraft Manufacturer

	2
	Fixed Base Operator

	1
	GASS System Developer

	1
	User Associates (Family, Friends, Business Partners)


Table 5: Relative Stakeholder Weights

Table 6: GASS Needs Matrix
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The above needs became the basis for the team’s functional decomposition of specific needs to design level details.
Development Concept
The basic GASS concept is shown in the Operational Concept (OV-1) diagram (Figure 17) below.  Note that the diagram is not intended to specify any particular architectural form.
Inherent in the GASS concept is the idea of two operational nodes:  The operations center (as a logical concept; the physical concept may distribute the functionality amongst several system elements) and the aircraft node.  In addition, the GASS concept clearly requires several external interfaces.  These include such areas as receiving weather data, interacting with the FAA and interacting with various Fixed Based Operators (FBOs).   Finally, the GASS operations center must be able to interact with the users on the ground through a variety of interfaces.  The functional layout is captured in the Operational Node (OV-2) diagram (Figure 18) below.
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Figure 17: General Aviation Support System (GASS) OV-1 Operational Concept Diagram
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Figure 18: General Aviation Support System (GASS) OV-2 Operational Node Diagram
The team then developed five Use Cases to capture the user interactions with the system.  The specific cases are shown below in Figure 19, with the details of each use case immediately following.
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Figure 19: GASS Use Cases
# 1 Provide Pre-flight Services 

Actors: Pilot, External Data Providers, FBO, FAA

Goal Level: User Level

Main Success Scenario:
1. Client requests flight plan

2. System requests user information

3. System requests user destination

4. System initiates flight plan

a. Access planning data

i. Access aviation maps

ii. Access weather

iii. Access NOTAMS

iv. Access Aircraft data

v. Access pilot records

5. System creates flight plan

a. Create route

b. Determine speed and headings

c. Determine fuel requirements

6. System assess flight plan feasibility

a. Evaluate pilot currency

b. Evaluate maintenance records

c. Check plan for compliance

7. Evaluate flight plan with user

a. Transfer flight plan to user

b. Review flight plan with user

c. Update flight plan as necessary

8. System file flight plan with FAA

a. Format to FAA standard

b. Transfer flight plan to FAA

c. Acquire FAA response

9. System load flight plan

a. Format flight plan for aircraft system standard

b. Transfer flight plan to aircraft system

c. Acquire aircraft system load plan response

10. System provide concierge service

a. Arrange departure services with FBO

b. Arrange enroute services with FBO

c. Arrange destination services with FBO

d. Arrange local support services at destination
#2 Provide Real-Time Condition Monitoring
Actors: Pilot, FBO, Aircraft Systems, Associates, External Data Providers, FAA
Goal Level: User Level

Main Success Scenario:
1. Pilot begins flight

2. System monitors situation

a. Monitor Weather conditions

b. Monitor ATC updates

i. Monitor flight path

ii. Track location

iii. Track velocity

iv. Track altitude

v. Track attitude

3. System monitors Aircraft

a. Monitor hull loading

b. Monitor aircraft systems

i. Monitor oil conditions

ii. Monitor engine conditions

iii. Monitor avionic systems

iv. Monitor control systems

v. Monitor communications systems

4. System monitors Pilot physiology

a. Monitor pilot heartbeat

b. Monitor pilot respiration

c. Monitor pilot skin resistivity

5. System provides notification

a. Assess routine issue

b. Identify automatic response

c. Send automatic notification

d. Record automatic notification

6. System communicates with Associates

a. Telecommunicate with pilot

i. Contact pilot

ii. Contact ops center personnel

b. Notify associates

i. Notify associates of flight status

7. Pilot completes flight
# 3 Provide Emergency Support
Actors: Pilot, FBO, Aircraft Systems, External Data Providers, FAA
Goal Level: User Level

Main Success Scenario:
1. Pilot begins flight

2. System monitors situation

a. Monitor Weather conditions

b. Monitor ATC updates

c. Monitor flight path

i. Track location

ii. Track velocity

iii. Track altitude

iv. Track attitude

3. System monitors Aircraft

a. Monitor hull loading

b. Monitor aircraft systems

i. Monitor oil conditions

ii. Monitor engine conditions

iii. Monitor avionic systems

iv. Monitor control systems

v. Monitor communications systems

4. System monitors Pilot physiology

a. Monitor pilot heartbeat

b. Monitor pilot respiration

c. Monitor pilot skin resistivity

5. System assesses situational, aircraft or pilot monitoring out of spec

a. Receive alert

b. Record alert

c. Identify alert

d. Contact ops center personnel

6. Provide advisory response

a. Assess the need for advisory response

b. Identify advisory response

c. Send advisory response

d. Record advisory response

7. System communicates with Associates

a. Telecommunicate with pilot

i. Contact pilot

ii. Contact ops center personnel

b. Notify associates

i. Notify associates of flight status

8. Pilot completes flight
#4 Manage Pilot Records
Actors: Pilot, System

Goal Level: User Level

Main Success Scenario:
1. System check pilot currency, pre-flight & post

2. System review pilot currency, pre-flight & post

3. System update pilot currency, pre-flight & post

4. System provide pilot currency notifications, post-flight
#5 Manage Aircraft Records

Actors: Owner, Aircraft, FBO
Goal Level: User Level

Main Success Scenario:
1. System evaluate maintenance records, pre-flight & post

2. System update database with results of aircraft monitoring

3. System analyze collected data, provide maintenance notifications, post-flight 

4. System update maintenance records, post-flight

Once the use cases were developed, the next step was to define the operational functions for the system.  The team decided that the system logically had three functions at the top level:
· Provide pre-flight support (same as use case #1)

· Provide in-flight support (combining use cases #2 and #3)

· Provide post-flight support (combining use cases #4 and #5)
The top level node diagram is shown in Figure 20 below.
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Figure 20: General Aviation Support System (GASS), OV-5 P diagram

Figure 21 (on the following page) provides a static node view of the functional decomposition (OV-5 node diagram).  Figure 22 through Figure 26 provide an IDEF0 decomposition from the top level through the third level down.
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Figure 21: General Aviation Support System (GASS), OV-5 Operational Activities Node Tree Diagram
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Figure 22: General Aviation Support System (GASS), OV-5 Operational Activities Top Level Diagram
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Figure 23: General Aviation Support System (GASS), OV-5 Operational Activities A1 Diagram
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Figure 24: General Aviation Support System (GASS) OV-5 Operational Activities Node F1 Diagram 
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Figure 25: OV-5 Operational Activities Node F2 Diagram 
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Figure 26: OV-5 Operational Activities Node F3 Diagram

Finally, the team developed its criteria and relative weights to support the selection analyses described in Appendices F and H.  The stakeholder value decomposition begins with having a viable GASS capability.  This capability is set within a higher level context of contribution to a safe, effective air transport system, which in turn is part of a safe, effective national transportation system.   The team discerned three primary values from the stakeholders.  These were cost, performance and the ‘ilities’ (quality, reliability, availability, etc.)  The team derived the stakeholders’ weights for those primary values, as shown in below.  As will be seen in Appendix F, this first level weighting was used to select the team’s architectural approach.  This first-level set of values was decomposed as shown to the second level.  Weights were then derived for each second-level entry (note that the weights are distributed across all second level values).  These more detailed set of values were used to guide the team’s selection of specific system elements, as documented in Appendix H.
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Figure 27: System Component Utility Weighting Parameters
The full stakeholder value hierarchy is shown in Figure 28 below.
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Figure 28:  Stakeholder Values Decomposition

Appendix D:  Market Analysis and Plan 
This appendix describes the team’s market analysis and provides the proposed marketing plan.
Market Summary

Traditionally, Flight planning has been left to the individual pilot.  The result has been varying qualities, as well as potential for significant gaps in particular plans, resulting in increased opportunities for safety-critical laps.  Another, and perhaps more important concern, has been the lack of monitoring for incipient failure detection on aircraft.  Many aircraft system failures have a detectable signature that appears before the failure actually occurs (such as slight changes in voltages or other performance parameters).
Although rudimentary monitoring does exist, there is a need for a comprehensive monitoring solution in order to increase safety and situational awareness.
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Figure 29: Aviation Accident Causes 1950-2006
Given 1,631 general aviation accidents resulting in 491 fatalities in 2007 alone, it is evident the continued lack of a convenient, affordable, and integrated method of flight planning, flight tracking, and human/aircraft monitoring is required to help prevent the loss of life and aircraft.  A worldwide survey of accidents from 1950 to 2006 and their associated causes are shown in Figure 29 above.
  Over 50% of all aviation accidents were determined to be the result of Pilot Error, and when combined with Mechanical Failure and Weather-related accidents, cover over 80% of all accidents.  Although the advancement of technology clearly may render some of the issues seen in the 1950’s irrelevant, the simple fact that human error and mechanical issues by far outweigh weather-based and other factors indicate a need for a system to help mitigate these areas.  It is the objective of GASS to help reduce the number of aviation accidents thus the most effect can be had by targeting the areas of pilot error and mechanical failure.  A brief description of each of the above causes is listed below:

· Pilot error (sometimes called cockpit error) is the largest cause of accidents and is a term used to describe the cause of a crash of an airworthy aircraft where the pilot is considered to be principally or partially responsible.  Pilot error can be defined as a mistake, oversight, lapse in judgment, or failure to exercise due diligence by an aircraft operator during the performance of his/her duties.
  As seen in the above diagram, Pilot error is responsible for roughly 50% of all accidents and since pilot error is defined as a lapse in pilot judgment that results in an accident, GASS will work to mitigate the circumstances that produces an error in a pilots judgment.  Physiological monitoring will detect the consciousness of the pilot and full enroute tracking plus flight planning will ensure that the pilot is covered in the event that the pilot himself didn’t exercise due diligence when mapping out the flight.
   

· Mechanical Failure: Refers to a failure in either one or multiple components within the airplane or on the ground which results in an aviation accident.  Some of these component failures cause severe inoperability to critical aviation components.
· Weather: Refers to inclement weather conditions that result in an aviation accident.  This cause of aviation accidents also includes accidents that are the result of wake vortices- which is aircraft-induced turbulence that forms behind an aircraft as it passes through the air.  Large aircraft (commercail jets and heavy military aircraft) form the most significant wake votices, whih can be a hazard to a small aircraft following closely behind.

· Other Human Error: Includes air traffic controller error, improper loading of aircraft, improper maintenance, fuel contamination, and language miscommunication.
· Sabotage: Includes bombs, shoot-downs, hijackings, and the like.
Through its unique integration of system monitoring and pilot services, GASS seeks to reduce the aforementioned flight risks and mitigate the causes for accidents preemptively.  Since comparable systems that operate at a smaller scale have been shown to reduce incident and accidents, it is reasonable to expect that GASS will do the same.

Market Potential

With over 220,000 civilian aircraft and 624,000 licensed pilots in the United States, general aviation is thriving.  In this market, there is a demand for convenience and safety support through tracking, monitoring, communications, and safety systems.  Yet despite rapid product development advances in these areas, there are currently no systems that offer the user-friendly integration of real-time flight planning, flight tracking, and aircraft systems monitoring/assessment.  In addition, the general aviation community and the U.S. government desire to provide pilots with real-time support in safety critical situations to help reduce the overall general aviation accidents.
The number of active aircraft use by market demographic is detailed in the following Table 7
.
	INVENTORY
	1960
	1970
	1980
	1990
	1994
	1995
	1996
	1997
	1998
	1999
	2000

	Number of active aircraft by primary use, total
	76,549
	131,743
	211,045
	196,800
	172,400
	188,100
	187,200
	192,359
	204,712
	219,464
	217,533

	Corporate2 
	N
	6,835
	14,860
	10,100
	9,400
	9,800
	9,300
	10,411
	11,250
	10,804
	11,003

	Business
	N
	26,900
	49,391
	33,100
	26,500
	26,200
	28,200
	27,716
	32,611
	24,543
	25,169

	Instructional
	N
	10,727
	14,862
	18,600
	15,000
	14,800
	14,300
	14,663
	11,375
	16,081
	14,883

	Personal
	N
	65,398
	96,222
	112,600
	102,500
	109,300
	109,600
	115,630
	124,347
	147,085
	148,192

	Aerial application
	N
	5,455
	7,294
	6,200
	4,300
	5,100
	5,400
	4,858
	4,550
	4,254
	4,294

	Aerial observation
	N
	N
	N
	4,900
	5,100
	4,700
	3,200
	3,311
	3,242
	3,240
	5,093

	External load
	N
	N
	N
	N
	100
	200
	400
	186
	313
	190
	234

	Other worka 
	N
	2,054
	2,813
	1,400
	1,200
	1,100
	1,100
	579
	1,116
	2,363
	1,787

	Air taxi / air toursb 
	N
	N
	N
	5,800
	3,800
	4,100
	3,900
	4,948
	5,190
	4,569
	4,019

	Sightseeingc 
	N
	N
	N
	N
	1,300
	900
	900
	677
	679
	832
	881

	Otherd 
	N
	8,249
	17,045
	4,100
	4,200
	6,300
	6,700
	5,250
	6,010
	1,200
	1,952

	Public use 
	N
	N
	N
	N
	N
	N
	4,200
	4,130
	4,029
	4,138
	j N


Table 7: Aircraft Inventory (1960 - 2000)
Added note: As of 2003, the number of personal (private) aircrafts had increased to 218,000 and 7,900 airliners.

Market Demographics and Specifics

As of 1998:

· As of 1998, the Federal Aviation Administration licensed 345,267 small-plane pilots. 

· Piloting is still largely a man's endeavor; women were issued 25,385 private pilots licenses in 1998.
2003 Census Data:

· 87,000 student pilots in training
The overall age demographics are shown in Table 8 below.

[image: image20.emf]AVERAGE AGE OF ACTIVE PILOTS BY CATEGORY             DECEMBER 31, 1998 - 2007      Type of Pilot Certificates   Calendar   Year          Total   1/    Student    Sport  Recreational    Private 2/    Commercial  2/    Airline   Transport  2/    45.7  34.0  52.9  52.4  48.0  46.1  48.3   2007  45.6  34.4  52.9  51.5  47.7  46.1  48.1   2006  45.5  34.6  53.2  50.9  47.4  46.0  47.8   2005  45.1  34.2  NA  51.3  47.0  45.9  47.5   2004  44.7  34.0  NA  51.5  46.5  45.6  47.0   2003  44.4  33.7  NA  51.0  46.2  45.5  46.6   2002  44.0  33.3  NA  50.8  46. 0  45.0  46.0   2001  43.7  34.1  NA  49.8  45.6  44.9  45.8   2000  43.6  34.7  NA  49.8  45.9  45.0  45.4   1999  43.6  34.6  NA  49.5  45.6  44.6  45.3   1998          1 / Includes  helicopter (only) and glider  (only).       2 / Includes  pilots with an airplane and/or a helicopter and /or a glider and/or a gyroplane certificate.         Pilots with multiple ratings will be reported under highest rating. For example a pilot with a  private        


Table 8: Average Age of Active Pilots 1998-2007
The percentage of active pilots by highest certificate in the year 1999 is shown in Figure 30 (below)
.  As can be seen, the highest percentages of pilots have private certificates, the second and third are airline transport and commercial, and the fourth is student with recreational pilot certificates being composed of only a handful of individuals.  For the initial release of the GASS, both private and commercial certificated pilots will be the target market and compose the group of interest.
[image: image21.emf]
Figure 30: Active Pilots by Certificate 1999
Top 100 Airplanes (light airplanes, private airplanes) in rank order, based on the best selling private aircraft from "for sale" lists are:
CESSNA 182

CESSNA 172

BEECH/RAYTHEON A36 BONANZA

BEECH/RAYTHEON 58 BARON

CESSNA P210 JAVELIN

CESSNA 150 AEROBAT

CESSNA T210 RAM

BEECH/RAYTHEON B55 BARON

PIPER CHEROKEE 180

PIPER SENECA II

PIPER SARATOGA II TC

CESSNA 172SP

BEECH/RAYTHEON F33A BONANZA

PIPER CHIEFTAIN

PIPER TWIN COMANCHE

CESSNA T182

CESSNA 421C

PIPER CHEROKEE 140

BEECH/RAYTHEON V35B BONANZA

CESSNA 421B

CESSNA 310

PIPER MALIBU MIRAGE

BEECH/RAYTHEON 58P BARON

CESSNA T206

DIAMOND DA40-180 STAR

PIPER ARCHER II

CIRRUS SR22

CESSNA 182RG

CESSNA 172XP

CESSNA 152

BEECH/RAYTHEON B60 DUKE

CESSNA 414A RAM

BEECH/RAYTHEON B36TC BONANZA

CIRRUS SR22-G2

MOONEY M20J 201

PIPER SENECA V

CIRRUS SR22-GTS

MOONEY M20M BRAVO

CESSNA 340A RAM

CESSNA 340A

PIPER NAVAJO

AVIAT HUSKY A-1B

MOONEY M20K 231

PIPER COMANCHE 250

PIPER ARROW

PIPER CHEROKEE 6/300

PIPER DAKOTA

DIAMOND DA20-C1 ECLIPSE

CESSNA 310R

CESSNA 180

CESSNA 177RG

MOONEY M20K 305 ROCKET

PIPER LANCE

PIPER ARROW II

CESSNA 414 RAM

PIPER ARCHER III

PIPER WARRIOR

BEECH/RAYTHEON G36 BONANZA

CESSNA T182RG

CESSNA 172/180 CONVERSION

CIRRUS SR20

COLUMBIA 400

MOONEY M20C

PIPER SARATOGA II HP

CESSNA 172R

PIPER CHEROKEE 140/160

BEECH/RAYTHEON E55 BARON

BEECH/RAYTHEON C55 BARON

CESSNA 421C RAM

CESSNA 337

PIPER NAVAJO CR

PIPER AZTEC F

PIPER SENECA I

EADS/SOCATA TB-20 TRINIDAD

PIPER TURBO ARROW III

CESSNA T310R

CESSNA 310Q

AMERICAN CHAMPION 8-KCAB SUPER DECATHLON

MOONEY M20R OVATION2 GX

PIPER T SARATOGA SP

PIPER CHEROKEE 6/260

PIPER WARRIOR II

AEROSTAR 601P/SUPERSTAR 700

CESSNA 414A

BEECH/RAYTHEON V35 BONANZA

COMMANDER 114

PIPER COMANCHE 180

PIPER ARROW IV

AEROSTAR 601P

CESSNA 414

PIPER AZTEC

PIPER SENECA III

BEECH/RAYTHEON V35A BONANZA

CESSNA 206

GRUMMAN/AMERICAN GENERAL AA5B TIGER

PIPER SARATOGA SP

PIPER 6XT

PIPER T SARATOGA

PIPER 6X

PIPER ARCHER

SYMPHONY AIRCRAFT SYMPHONY 160

TIGER AIRCRAFT AG5B

BEECH/RAYTHEON DUCHESS

PIPER AZTEC E

AMERICAN CHAMPION 7-GCAA ADVENTURE

BEECH/RAYTHEON B24R SIERRA

BEECH/RAYTHEON C23 SUNDOWNER

CESSNA A185F

MOONEY M20K 252TSE

MOONEY M20J MSE

PIPER MALIBU

PIPER TURBO ARROW IV

CESSNA 402B

CESSNA 340 RAM

PIPER TURBO AZTEC F

PIPER TURBO SEMINOLE

PIPER APACHE

BEECH/RAYTHEON H35 BONANZA

BELLANCA 17-30A SUPER VIKING

CESSNA 140

MOONEY M20R OVATION

MOONEY M20E SUPER 21

PIPER SARATOGA

PIPER LANCE II

PIPER ARROW III

COMMANDER 500

AMERICAN CHAMPION 8-GCBC SCOUT

BEECH/RAYTHEON E33 BONANZA

CESSNA U206

COLUMBIA 350

EADS/SOCATA TB-20 GT TRINIDAD

MOONEY M20E

BEECH/RAYTHEON A55 BARON

CESSNA 340

CESSNA 310 COLEMILL

DIAMOND DA42 TWINSTAR

PIPER P-NAVAJO

PIPER TURBO AZTEC E

PIPER AZTEC C

BEECH/RAYTHEON B33 DEBONAIR

CESSNA 185

CESSNA 172RG

COLUMBIA 300

COMMANDER 114A

COMMANDER 112TC

EADS/SOCATA TB-9 TAMPICO

MOONEY M20F

PIPER SUPER CRUISER

AEROSTAR 602P/SUPERSTAR 700

BEECH/RAYTHEON D50 TWIN BONANZA

BEECH/RAYTHEON D55 BARON

CESSNA 335

CESSNA T303

DOUGLAS DC-3C

BEECH/RAYTHEON A36TC BONANZA

BEECH/RAYTHEON P35 BONANZA

BEECH/RAYTHEON C33 DEBONAIR

CESSNA TU206

CESSNA U206G

CESSNA 205

CESSNA 177

CESSNA 170

GRUMMAN/AMERICAN GENERAL AA1A

NAVION A

PIPER TURBO LANCE II

PIPER COMANCHE 400

PIPER SUPER CUB

AEROSTAR 600A

PIPER MOJAVE

PIPER TURBO TWIN COMANCHE

PIPER TWIN COMANCHE CR

BEECH/RAYTHEON S35 BONANZA

BEECH/RAYTHEON J35 BONANZA

BEECH/RAYTHEON C35 BONANZA

BEECH/RAYTHEON 35 BONANZA

BELLANCA CITABRIA 7GCBC

BELLANCA CITABRIA 7KCAB

CESSNA P206

CESSNA 195

DEHAVILLAND DHC-2

EADS/SOCATA TB-21 GT TRINIDAD

EADS/SOCATA RALLYE

GRUMMAN/AMERICAN GENERAL AA5A CHEETAH

MOONEY M20R OVATION2

MOONEY M20F EXEC 21

PIPER COMANCHE 260C

PIPER TURBO DAKOTA

PIPER TOMAHAWK II

PIPER TRI-PACER

PIPER PA 18

ZLIN Z242L

BEECH/RAYTHEON D18S

BEECH/RAYTHEON G58 BARON

BEECH/RAYTHEON 58TC BARON

CESSNA 402
The above aircraft type logical group into the six areas shown in Figure 31 below.
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Figure 31: GASS General Aviation Market Segments

Competitive Landscape and Potential Collaborators

The GASS team conducted a competitor market survey.  We found that there are existing products and services for many of the proposed GASS capabilities.  However, there was no integration of these capabilities, and many were targeted at either the large commercial (airline) or military market segments.  For that reason, the GASS team feels we will be first to provide our type of service to the general aviation market place.  To reduce the possibility that any of the existing capabilities attempt a market expansion into the general aviation market, the GASS team intends to leverage the best-of-breed of the existing capabilities into the GASS design.  GASS will offer the comapany that has the best system in a particular area the opportunity to particpate in GASS profitability by licensing their capability to the GASS team.  This provides them a revenue stream that otherwise would not exist, and takes them out of the GASS competitor space.  The following is a list of the existing capabilities within a planned GASS segment space.
Flight Planning: There are a number of online flight planning services and software tools that one can purchase to produce a flight plan.  There are many run-of-the mill services that provide a pilot the ability to produce a flight plan using the internet, but few incorporate the entire suite of capabilities and features provided by GASS.  The primary competitors of the GASS are as follows:

· EDS Flight Planning Services
: Includes automated route maintenance, pilot self-planning tools (both locally and online), crew briefing packages (flight-specific documents available via the internet), flight tracking, NOTAMS (critical flight-specific information), weather/infrastructure status, and historical statistical data.  The EDS target market is commercial aviation.  Also, the costs for this service are high but overall statistics have shown that the service reduces overall customer costs, making the service worthwhile.

· FltPlan.com: Produces more IFR flight plans for corporate & business pilots than any other service.  FltPlan.com is a free service and simply requires registration.  It is an online utility which produces flight plans, finds nearby airports, scours the map for area fuel prices, provides info on Navaids and fixes, and many other useful tools for pilots.  The main weakness of this model is that it requires lots of manual labor and is time intensive- the pilot has to login and input lots of information to produce a flight plan.  Other relevant information regarding the flight such as weather and navaids are only provided during the pre-flight planning stages, whereas the GASS system would provide this information to the pilot in real-time during the flight.
Aside from the above mentioned services, there are a host of flight planning online services and software downloads which provide easy to use flight planning tools.  Some even provide local flight planning comparable to what the GASS System will perform, such as EDS, but as previously noted, none provides the complete flight planning and monitoring solution of GASS.
Airplane Monitoring: Unlike flight planning, existing aircraft monitoring capabilities are typically provided by the aircraft manufacturers.  However, it exists only for  larger aircraft, and, for general aviation, involves a number of manual steps the pilot / owner must take.  Few automated data transfer options exists for general aviation (although it has begun to be routine for large aircraft, such as those used by the airlines).  Outside companies are rarely contracted for monitoring and most airlines monitor their aircrafts with maintenance crews that check aircraft health before and after flights.  The most comprehensive capability found was Boeing’s Remote Management of Real-Time Airplane Health Monitoring (AHM).  Boeing states:
“AHM collects data (e.g., maintenance messages and flight deck effect [FDE] faults) from the airplane in real-time. The primary source of the data is the airplane’s central maintenance computer (CMC) for the 747-400 and 777 or airplane condition monitoring systems (ACMS) on other models. AHM also collects electronic logbook data from the Boeing Electronic Flight Bag.  Data is collected and downlinked via the airplane communication addressing and reporting system.

The data received in real-time directly from airplanes is hosted by Boeing within the MyBoeingFleet.com Web portal. If an issue is detected, alerts and notifications are automatically sent to a location specified by the airline via fax, personal digital assistant, e-mail, or pager. Maintenance personnel can then access complete AHM information about the issue through an application service provider tool and reports on MyBoeingFleet.com.”

In-flight aircraft and pilot support monitoring:  No exisiting capabilities were found.

Pilot Physiological Monitoring: There are few real solutions for pilot physiological monitoring out in the field right now.  Currently, commercial and non-commercial pilot physiology is completely unmonitored.  The primary metrics of interest are physiologic changes that indicate pilot stress (such as heart rate or bretahing changes) – signaling the existence of an in-flight problem  - or physiological changes that compromiuse flight sfatey – such as falling asleep or  an in-flight medical emergency.  The General Aviation Support System will incorporate a comprehensive human physiological monitoring solution into its package of condition monitoring.  This will be done by using one of two robust physiological monitoring solutions that have been developed recently to work towards this end.
The first, and perhaps most practical since it has been tested and is currently in its pilot stages of deployment, is the Intrusion-Free Physiological Condition Monitoring System. Developed by Tripp Jr., Lloyd D. (Dayton, OH),  Albery, William B. (Kettering, OH), and Ellison, Richard E. (Maryland Heights, MO), this system has been designed to provide physiological monitoring to fighter pilots and pilots of high-performance aircrafts.  A brief description of this system is described below:
“A physiological well-being monitoring system especially suited for use by the pilot or other aircrew members of a high-performance aircraft such as a tactical aircraft is disclosed. The monitoring arrangement includes non-invasive sensing of arterial blood supply in the cranial adjacent portions of the pilot's body through the use of pulsating vascular bed optical signal transmission. The signal transmission is accomplished by way of sensors included in a pilot invisible and non-obstructing modification of, for example, the oxygen mask portion of the pilot life-support apparatus. Use of the physiological monitoring signals to generate alarm or assume control of the aircraft is also disclosed along with representative data associated with the sensed pilot physiological well-being indicators.”

The second potential solution is the Pilot Loss of Conscious (PLOC) Monitor.  This system has been developed by Brien Oapos and revolves around monitoring the pilots eyeblinking as a means of measuring the pilots well being and consciousness.
“The PLOC monitor uses an oxygen-mask-mounted infrared emitter/receiver and a microprocessor to collect and process the light reflected from the eyelid and sclera to determine when a blink occurs. The method used was to instrument centrifuge subjects for EOG and monitor the output under sustained acceleration levels from 3 to 7 G using the PLOC monitor. The PLOC monitor detected better than 90% of subject blinks during the test. There was no statistically significant difference in performance due to acceleration level or eye color, and no artifact from movement or speech.”
 
Taking this into consideration, the system has the ability to provide physiological monitoring for the GASS.  The General Aviation Support System can leverage the existing technologies available from these companies to produce a comprehensive service which introduces a level of convenience not enjoyed by any of the existing services to date.
Market Drivers

There are common global market forces that have increased the value of real-time monitoring and general aviation services:

· [image: image111.emf]Safety: The demand to increase security at all stages of the aviation process is perhaps the most important market driver for this product.  Safety is of ever-increasing importance due to the magnitude of a safety incident in the aviation industry.  In 2007, the following statistics concerning accidents and incidents are sufficient to show the need for a system like GASS:

· Over the year 2007 ASN recorded a total of 26 fatal multi-engine airliner accidents, resulting in 750 fatalities and 41 ground fatalities.

Figure 32: Highest Certificate Held by Accident Pilot, 1999
· The 1997-2006 ten-year average is a total of 34 fatal multi-engine airliner accidents, resulting in an average of 914 fatalities. 

· Over the year 2007 ASN recorded a total of 9 fatal multi-engine airliner accidents, resulting in 21 fatalities.

· Of the 1,933 pilots involved in general aviation accidents in 1999, the largest percentage (43.8%) held a private pilot certificate.
  See Figure 32 for the full scale breakdown of accidents and pilot certificates.

· Application Reach: The application of the GASS System will have the ability to extending out as services to many different target markets.  Once the primary market of interest (individual pilots and small businesses) has been reached, expanding the scope of our target audience is a big possibility.  There is no organization that currently offers a cost effective, wide ranging and comprehensive monitoring/concierge service that is comparable to what GASS is attempting to provide.  Many industries including the military and commercial aviation are looking to expand aircraft and pilot monitoring and GASS can potentially solve those needs.  Also of importance is the fact that certain services being provided by the GASS such as physiological monitoring are cutting-edge and that GASS would be the first company to provide this service on a large scale.
· Impact of Safety Incidents and Accidents: Considering the increased media coverage and scrutiny aviation comes under, the impact of a safety incident or accident has a greater economic impact than before.  Aside from reducing the actual number of incidents and accidents, GASS can also potentially serve as a source of economic savings as the financial blow resulting from an incident/accident can potentially run a small aviation company out of business or result in fatalities for individual pilots.  Mitigating this risk is an important industry-wide consideration, and GASS would be entering the industry as a means for risk mitigation.

Market Industry View

Aviation Services are primarily horizontal by nature. The enterprise market across all aviation industries has a strong fit for outsourcing monitoring and flight plan services. Flight planning, aircraft/pilot condition monitoring and other ancillary support services provided by GASS are going to be applicable to small-scale businesses and individual pilots as its primary target market.
For certain sectors (government/military and large-scale commercial aviation), some of these services are being provided, such as aircraft monitoring.  It is important to note that the extent to which military operations use monitoring and the specific aircraft monitoring tools that may be used are not readily available online.  Commercial services are the strongest industry segment because their systems operate with continuous volume and experience disastrous consequences when defects and outages occur. Pretty much every industry these days are extending applications as business services out to their customers, and as such have an increased need for higher quality in their monitoring processes and pilot/airline services.

Market Positioning

The goal of the GASS is to position itself as the leader in the general aviation services for small aviation businesses and independent pilots (see Figure 33).  GASS will be the first system of its kind within the general aviation market.
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Figure 33: Overall Aviation Segments
The GASS team will use a three-pronged approach to market GASS.  First, it will concentrate on the high end business personal aircraft market (refer to Figure 31).  This will be the lead market segment.  Once it is sufficiently penetrated, the team will spread out, including next the low end business personal market, followed by the business jet and hobbyist / trainer market.    The team will begin by offering a full service package to its initial market.  As the system begins to catch on, the team will offer two subsets – one focused on providing pilot support only and another providing aircraft-only support.  The first will target the pilot who rents an aircraft but wants the GASS preflight and in-flight services, while the second targets aircraft fleet owners.

Figure 34 below shows the market projection across these markets.  The penetration numbers are based on capturing a significant part of the personal/business market (71,000 aircraft and owners), a small part of the pilot market (about 550,000 pilots) and a part of the aircraft market other than the personal / business market (about 148,000 aircraft).
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Figure 34: GASS Market Penetration
Market Objectives:

· GASS will be recognized as the industry leader in providing General Aviation Services including planning, monitoring, record-keeping, and data analysis services.
· GASS Measurable objectives we hope to achieve within the next two calendar years:
· Embed the  GASS capabilities in the product line of at least two major geeral aviation manufacturers.
· Successfully deploy GASS to a minimum of 250 aircraft in the first calendar year
· Improve incident management: Goal of 0 accidents and 0 incidents

· Pre-emptive maintenance: perform all maintenance activities after the GASS maintenance alerts are sent to the Ops Center.  Ensure that no preventable issues occur to aircrafts.
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Appendix E: Intent Specification

GENERAL AVIATION SUPPORT SYSTEM (GASS) INTENT SPECIFICATION

This document describes the needs and high level requirements for the General Aviation Support System (GASS).  It provides information on the problem GASS is intended to solve, identifies the stakeholders interested in the solution provided by GASS and provides details on the needs and high level requirements. 

It is provided to guide the development team in conducting detailed requirements and functional analyses, design synthesis, and the trade studies to determine the final GASS configuration.  It identifies the problem GASS is being designed to solve, the shortcomings of current capabilities, GASS’s overall intent, GASS’s stakeholders and their primary interests, the high level needs GASS should satisfy, and the required high level capabilities it should have.

1.0 Problem

With over 220,000 civilian aircraft and 624,000 licensed pilots in the United States, general aviation is thriving.  In this market, there is a demand for convenience and safety support through tracking, monitoring, communications, and safety systems.  Yet despite rapid product development advances in these areas, there are currently no systems that offer the user-friendly integration of real-time flight planning, flight tracking, and aircraft systems monitoring / assessment.  In addition, the general aviation community and the U.S. Government desire to provide pilots with real-time support in safety critical situations to help reduce the overall general aviation accidents.  Given that there were 1,631 general aviation accidents resulting in 491 fatalities in 2007 alone, it is evident the continued lack of a convenient, affordable, and integrated method of flight planning, flight tracking, and human/aircraft monitoring is required to help prevent the loss of life and aircraft.
2.0 Shortcomings of Current Capabilities

General aviation has experienced a declining fatality rate over the past 20 years, attributable to a number of improvements to various aspects of aircraft systems, pilot support and the air traffic control systems.  Further improvements, however, will require solutions that integrate various aspects of flight operations to ensure that potential information seams are closed.   A tighter linkage between preflight planning, in-flight execution and post-flight data analysis and record-keeping can help to close those seams.  Currently, there are no systems commercially available to do this.

In addition, modern telecommunications technology has made it possible to enable off-board monitoring of flight conditions, aircraft system behaviors and pilot physiological behaviors to identify opportunities when advisory support and emergency intervention by outside personnel will aid a pilot in either avoiding a potentially hazardous flight condition or in effectively dealing with one as it occurs.  Current technology has advanced to the point that unobtrusive physiologic monitoring is possible, providing indications that a pilot is reaching a point where outside intervention may be warranted.  Aircraft flight tracking and equipment condition monitoring do exists, but the use of those systems in general aviation to provide real-time warning of impending problems, along with intervention by an outside party, does not exist.

The integration of these capabilities for safety enhancements will also allow for possibilities of enhanced convenience offerings to general aviation members.  Currently, no service exists to allow a pilot to request professional flight planning support for preparation of flight plans.  Input from aircraft dealers suggests that there exists a market for a call-in / email in / web request service that would prepare and forward flight plans to pilots, including incorporating analysis and selection of best-value fixed base operator services (fuel, aircraft parking etc.).  An in-flight support service requires knowledge of the flight plan, so a logical link exists between developing the flight plan and providing in-flight support services.  Offering such a service would be a competitive advantage.  On-line services that aid a pilot in preparing a flight plan exist, but there is no known service that performs all data gathering and prepares the plan based on that information.

Finally, the addition of the basic monitoring and telecommunications capabilities allow for the automatic performance of value-added services to pilots and aircraft owners that must be done manually today.  These include downloading and forwarding of aircraft conditioning monitoring data for long-term analysis (presently must be a pilot / owner manual activity at the end of every flight), and maintenance of pilot flight logbook data (also a manual data entry).

3.0  Overall Intent

The overall intent is to create an integrated system that combines convenience and safety features to streamline all aspects of flight operations and minimize loss of life and equipment.  This system will provide the following:

- Flight planning

- Pilot/Aircraft monitoring & tracking

- Pilot/Aircraft post-flight record maintenance and aircraft systems’ trend analyses
This integrated system will provide a range of services similar to those provided by a commercial airline company through its operations center.
The target market is civilian pilots and small business flight providers.  The initially targeted customers will be those individuals who purchase and operate high end multi-engine piston / turboprop aircraft.  These individuals have an average net worth of $10 million, and use their aircraft for both business and pleasure travel.

4.0 Stakeholders and Context

4.1  Stakeholders
GASS has seven classes of stakeholders.

· Pilots, from both the general aviation community and those who work for small aviation firms that heretofore could not provide the types and level of services envisioned for GASS.  While recreational pilots are part of the general aviation market, GASS will concentrate on those general aviation pilots who fly for business purposes, as these pilots tend to fly longer, more often, and under a wider range of flight conditions.  Pilots would be interested in the flight planning support, in-flight support for family and associates communications, advisory notification and emergency services, and flight record maintenance services.

· Aircraft owners, especially those who have higher end general aviation aircraft.  Aircraft owners are interested in minimizing maintenance costs and would be interested in a service that alerts them to the need for economical preventative maintenance actions based on reliable indications from the affected aircraft system that a failure is imminent.  Aircraft owners would also be interested in a system that consolidates all aircraft maintenance record-keeping.

· The U.S Federal Aviation Administration (FAA).  The FAA has three roles to play.  First, they have an interest in improving aviation safety, and would be interested in any source of data of potential safety issues.  In addition, they would be interested in any system that is capable of enhancing aviation safety.  Second, the FAA is an information provider to GASS.  Third, the GASS system must pass all required FAA certifications prior to being installed on an aircraft.

· Aircraft Manufacturers are interested in sources of data about aircraft system reliability.  In addition, aircraft manufacturers are interested in value-added features that can be bundled into an aircraft system to enhance its retail value and marketability.

· Fixed Base Operators would be interested in any system that increases traffic flows and revenues to their operations.

· Family and associates of pilots are interested in maintaining contact with flying family members and in being notified if weather, aircraft conditions or air traffic control conditions are causing a change in the family member’s planned arrival at a destination.

· Developers of the GASS system are interested in having a viable set of requirements for an economically successful system.

4.2 Context 

Figure 35: GASS Context Diagram
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For this phase of GASS development, GASS is assumed to operate within the United States of America, and will interface with United States government agencies.  Expansion to other nations will be a future possibility.   The context for GASS is shown in Figure 35.  GASS has three major functions which line up with the overall phases of flight operations:  Preflight Support, In-flight Support and Post flight Support.  GASS has eight major external interfaces:

· The pilot, who interfaces with all three major functions;

· The National Weather Service, which provides the weather data used in preflight planning and in-flight support;

· The Federal Aviation Administration;

· The aircraft systems that are being monitored by GASS;

· Aircraft manufacturers, who will receive periodic summary data of trends and problems areas found by GASS;

· Aircraft owners, who will receive both emergency and routine aircraft maintenance advisories;

· Fixed base operators.

· User associates, friends, family members and business associates who want to communicate with the pilot while in-flight and who want to receive updates on changes in status (such as revised landing times).

5.0 Needs and Required Capabilities
The needs that GASS will satisfy can be divided into four areas.

5.1 General
These needs and required capabilities apply to all aspects of the GASS implementation.
5.1.1 Ease of access.  All GASS users want system interfaces that are easy to understand and use, for both novice and experienced users.

5.1.2 Ubiquity of access.  GASS must offer access mechanisms that permit users to interact with the system under a variety of circumstances (i.e. from home / office, travelling in a car, in the air, etc).

5.1.3 High availability.  GASS must be available when service is requested.

5.1.4 Timely service response.  GASS must be able to support the user within acceptable timelines.  This is especially the case when supporting in-flight emergencies.  The system must be able to identify an emergency is imminent or occurring, provide a system operator with sufficient information to assist, contact the pilot and provide meaningful support rapidly enough to prevent  an aircraft accident.

5.1.5 Accurate service.  All GASS products must have a very high probability of being correct, while minimizing the possibility of inaccurate advisories and warnings.

5.1.6 Cost effective installation & services.  GASS must be capable of being installed in an aircraft.

5.1.7 Security.  GASS must protect user and system information, and must ensure the integrity and non-repudiation of its information content and databases.

5.1.8 Noninterference.  GASS must not interfere with the safe operation of the aircraft or the air traffic control system.

5.2 Preflight Capabilities

During the preflight phase, the primary stakeholder served is the pilot, who is looking for thorough, quality flight plan formulation, including a reasonably complete analysis of support services (from Fixed Base Operators).

5.2.1 Request flight plan.  The user should able to request flight planning services using various interface mechanisms.  The request process should allow the user to have mechanisms to minimize the repeated entry of required information.

5.2.2 Access planning data.  The GASS system shall have rapid and current access to all aviation and weather data necessary to support flight planning including aviation maps, weather, FAA Notice to Airmen (NOTAMs) / Temporary Flight Restrictions (TFRs), aircraft data and pilot flight record data.

5.2.3 Create flight plan.  The system shall create a viable flight plan that optimizes pilot-specified parameters (e.g. minimum time, maximum economy, specific routes (taken or avoided), and that provides the pilot with all required planning data (e.g. headings/altitudes, routes, fuel requirements, weather / air traffic control considerations, etc).

5.2.4 Assess flight plan feasibility.  The plan shall be assessed for feasibility, including ensuring that it remains with the pilot’s aviation rating and flight currency requirements.  It shall be reviewed for compliance with feasibility, safety and comfort criteria.

5.2.5 Provide concierge service.  GASS shall arrange for all requested user support services, including FBO support at take-off, en-route or destination locations.

5.2.6 Forward flight plan to user for review.  GASS shall forward the flight plan to the requested user location, including storing it on a user-accessible web location, faxing it to an FBO, or delivering it into the airplane.  The human creator of the plan shall be available to confer with the pilot on the plan, and shall make all feasible change requests.

5.2.7 File with FAA / load into aircraft.  Upon approval by the pilot, the plan shall be filed with the FAA and loaded into the aircraft’s integrated flight computer.

5.3 In-flight Capabilities
During the in-flight phase, the primary stakeholder served is the pilot.  The pilot wants timely advisories and warnings of issues that could affect the flight.  In all cases, based on an awareness of the flight plan and previously provided pilot requests for levels of support, GASS shall provide recommendations or alternatives to the pilot.  In addition, GASS shall respond to any pilot request for support.

5.3.1 Pilot awareness of external conditions.  GASS shall monitor the current location, heading altitude and attitude of the aircraft.  GASS shall monitor weather and air traffic control sources to determine if there are events or factors that will affect the successful completion of the flight.  GASS shall notify the pilot of weather or air traffic changes that could affect the successful completion of the flight.

5.3.2 Awareness of incipient in-flight problems.  GASS shall monitor all accessible aircraft systems and the aircraft hull, and shall advise the pilot if incipient in-flight system problems are occurring.

5.3.3 Support in case of emergency.  GASS shall monitor aircraft systems, the aircraft integrated flight computer outputs (for pilot display) and pilot physiology to determine if a potential emergency situation is imminent.  If so, GASS shall contact the pilot and provide recommendations and support.  If necessary, GASS shall also contact the appropriate FAA Air Traffic Control facilities and notify them of the issue.

5.3.4 Aircraft status communication with associates.  GASS shall provide a venue for family members and associates to communicate with the pilot (pilot controllable who has the ability to communicate).  In addition, GASS shall offer an information relay service from the pilot such as notifying a destination party if there is a significant change in arrival times.

5.4 Post flight Capabilities

During the post flight phase, the customer shall be provided the option to have GASS manage their pilot and maintenance records.  GASS shall provide all aspects of record maintenance to include the storage, analysis, and notification of issues.

5.4.1 Downloading of flight data.  GASS shall download flight records from the aircraft at the end of the flight.  The data shall be used to update the pilot’s flight records.  It shall include duration; take-off, en-route stops and destination; flight conditions (VFR/IFR); day/night; and number of landings.

5.4.2 Downloading of aircraft condition data. GASS shall download aircraft condition data from the aircraft at the end of the flight.

5.4.3 Maintenance of records.  GASS shall maintain all pilot and aircraft maintenance records, including providing a capability for the pilot / aircraft owner to update those records.

5.4.4 Analysis of data.  All flight record data and aircraft condition data shall be analyzed and anomalies and negative trends noted.

5.4.5 Reporting of anomalies and negative trends.  All anomalies and trends shall be reported to the pilot / aircraft owner and to owner-designated individuals (such as a preferred aircraft maintenance facility).  In addition, appropriate levels of data shall be prepared for the FAA and for participating aircraft manufacturers.

5.4.6 Notification of routine due events.  GASS shall notify pilots and aircraft owners of routine due events, such as flight physicals, biannual checkflights, flight currency limitations (night or instrument flight limits), aircraft inspections and maintenance intervals.

5.5 Quality Attributes

Quality attributes are the non-functional factors (i.e. “-ilities”) used to assess system performance including availability, feasibility, reliability, survivability, redundancy, etc.  GASS shall implement quality constraints to enable and ensure concordance of GASS and the host aircraft with the applicable regulations, policies, and standards in Section 7.0.

6.0 Applicable Documents
GASS shall be in accordance with the following regulations, policies, and standards at all times.

6.1 Regulations

The following regulations are all applicable to the development and operation of GASS.  In the event of a conflict, the following order of precedence shall be followed:
6.1.1 Federal Aviation Regulations (FAR)

6.1.2 U.S. Code of Federal Regulations (CFR)

6.1.3 Other international regulatory bodies

6.1.4 This document
6.2 Policies

The GASS shall be developed and operate in accordance with all applicable FAA policies.

6.3 Standards
The GASS shall utilize all applicable international standards to ensure commonality and interoperability between GASS components and services.

Appendix F:  Architecture Development

This appendix describes the process the team went through to take the requirements from Appendices C and E and to develop a system-level architecture that implements those requirements.
Architecture Alternatives

The team began by articulating three alternative top-level architectures that could potentially meet the requirements specified in Appendix E.  These architectures are shown as an overlay onto the team’s OV-2 diagram.
Figure 36: Centralized Architecture
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Centralized: In this option, GASS would contain one centralized operations center through which all major operations will be orchestrated.  In addition, there would be no storage of data on-board the aircraft.  All data would be immediately relayed to the operations center.
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Figure 37: Decentralized Architecture
· Decentralized: In this option, GASS would contain three smaller operations centers located in geographically dispersed locations throughout the Continental US.  In this case, there would also be data stored on-board the aircraft, reducing the loading on the datalink.


Figure 38: Semi-Centralized Architecture
· Semi-Centralized: In this option, GASS would contain one centralized operations center along with a smaller offsite operations center that will serve as a redundancy option in case of a main system failure.  The offsite facility can also be used for minor ancillary work associated with the GASS.  As in the decentralized case, this architecture option also stores some data temporarily on the aircraft.
Considering the complexity of the General Aviation Support System (GASS), utility analysis is used to determine the preferred approach.  The metrics of interest were elicited directly from the project’s primary stakeholders of interest and values/weights corresponding to the preferential value that the stakeholders assess to those metrics.  A utility function was computed and the preferred alternative will be selected from the above alternatives.

Metrics of Interest
The team used the three top-level architectural metrics defined at the end of Appendix C to measure the overall value of the system:  cost – weighted 25%, performance – 25% and the “ilities” (reliability, availability, usability and complexity) – 50%.
Determining Values and Scoring Alternatives

Each individual metric of interest for the three architectural alternatives were evaluated in a 1 to 10 scale.  These numbers were assigned through team and stakeholder input as well as notional computations for cost.  The score for the cost metric was determined through proportional costing rather than exact costing.  The details of this calculation are as follows:
· For our development cost, it was assumed that the nonrecurring engineering (NRE) cost was about equal for all options. This value was designated as variable X.
· For recurring system costs, it was assumed that these would vary proportionally with the operations centers; so for a decentralized operations center option that contains three ops centers, the cost was equal to 3X.  For a single ops center the cost was equal to 1X and the semi-centralized option was equal to 1.5X.
· For maintenance costs, a multiple ops center approach will not require many more people than a single ops center approach (the number of total flights being managed is still the same).  The decentralized ops center approach will require a slightly higher management overhead (possibly more bosses, personnel people to support staffing etc).  The big driver for this cost will be facilities costs.
Table 9 shows the assigned scores.
	
	Ilities
	Performance
	Cost
	

	Architecture 1
	7
	6.5
	4.6
	centralized

	Architecture 2
	9
	9.5
	8.1
	decentralized

	Architecture 3
	8.5
	8.75
	5.7
	semi-centralized


Table 9: Values vs. Architectural Alternatives

The following dynamics of each architectural solution impacted the overall value given within a specific metric:

· The centralized alternative allowed for the easiest maintenance architecture since it is a central facility.  This makes for easier isolation and identification of problem areas.  This option also posed the largest difficulty when it comes to system reliability.  It is envisioned that a centralized option will experience more performance failures (due to poor system reliability) which could potentially disrupt the GASS.  There is no redundancy in the case of system failure and having an offsite center that can handle the full load obviously gives a stronger level of system reliability.  The performance is expected to be the strongest since a centralized facility minimizes the synchronization and cross-sharing of information s ability to perform will be heavily dependent on infrastructure setup and operational concept.  Costs are the lowest since there is a single physical facility.

· The decentralized alternative poses the greatest maintenance challenge.  Three localized facilities would require more personnel and closer system monitoring.  Overall, this architectural choice provides more reliability, as the setup would allow for server failover, redundancy, and disaster relief.  For example, if a single site experiences a power outage, the two offsite facilities can distribute the GASS requests originally intended for the failed facilities amongst the two ops centers.  This, however, comes at a potential performance impact.  The additional efforts to maintain parallelism leads to potential synchronization and implementation issues. Finally, the cost was evaluated through ratios.  This method has been further elaborated upon in the above section.

· The semi-centralized alternative involves one main central physical facility as well as some offsite system redundancy (primarily through offsite servers).  This provides a sort of intermediate solution - one that provides for simple maintainability with a reasonable amount of reliability.  This also reduces overall system costs compared to the decentralized option.

Scoring Evaluation
In order to perform a quantitative scoring analysis, a Quantitative Value Function Approach to total utility was utilized.  This process involved the following steps:

· Determine weights for our three primary utility attributes- the ilities (maintainability and reliability), cost, and performance through stakeholder elicitation.  These values were defined above and in Appendix C.
· Develop the utility function for each attribute

· Determine the individual values by using a linear piecewise single-dimension value function for each attribute.  Determine the expected value for each.

· Sum the product of the individual values by their respective weights
So the objective function for a Quantitative Value Function is V(x) = ∑wivi(xi) where V(x) is total system utility, Wi is the individual metric weight (listed above and in Appendix C), and Vi(Xi) is the individual utility value for a given input.  Vi was designated on a 1 to 10 scale (see above section), but this value has not been equivocated to any value measurement.  In order to do this within the context of a Quantitative Value Function, we must select a curve that depicts the utility value for each input.  Since each input is a relative input (among the different alternatives) and experiences increases across various thresholds within a utility curve, a piecewise linear single dimension value function was selected.
The Figure 39 - Figure 41 outline the utility curve for each value measure.
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Figure 39: Cost Utility Curve
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Figure 40: Performance Utility Curve
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Figure 41: “Ility” Utility Curve
The scores from Table 9 were then translated into utility values using the above.  The final results are shown in Table 10 below.  Based on this, the semi-centralized (or distributed) architectural option was selected.
	 
	 
	Final Scores

	Architecture 1
	Centralized
	0.4775

	Architecture 2
	Decentralized
	0.504166667

	Architecture 3
	Semi-centralized
	0.5459375


Table 10: Utility Value

Appendix G: Data Capacity and Throughput Analysis

This appendix describes the data capacity and throughput analyses that were used to determine the size of the various system elements.  Three different analyses were conducted:

· Data capture analysis, describing how much data was collected on-board the aircraft

· Data transmittal analysis, defining the average and maximum data rates between the aircraft and the ground

· Ground data storage analysis

The analyses began with identifying the data elements of the system.  These data elements were described in an SV-6 System Data Exchange Matrix (Figure 42 and Figure 43) and OV-7 Logical Data Model diagram (Figure 44).  The SV-6 defines the data elements, and gives their basic sizing elements.  The OV-7 captures the relationships between the data elements, and further describes the components of the data elements.  
Using this basic data, the team first looked at how much data would be captured on the aircraft.  The results are documented in Figure 45.  The conclusion is that a maximum six hour flight would generate about 3 megabytes of data.

The second analysis was to define what the average and maximum data rates would be.  The results are documented in Figure 46.  It shows that the steady state data rate will be bursty, sending out about 30 bytes per minute.  At the end of the flight, a 65536 bytes message is sent off summarizing the aircraft condition status.  If a voice communications is occurring, the data rate increases to 16 kilobits per second (kbs).  Finally, if there is an emergency, the data rate peaks at 32 kbs.

The third analysis looked at what the ground data storage load would be.  Documented in Figure 47, it’s based on having the storage requirements divided into on-line and off-line requirements.  On-line data storage is required for data that supports the operations of the system.  In addition, there is a need to save data in an off-line mode.  Two types of data require off-line storage.  First, there is some data that may be necessary for use in a legal proceeding.  This includes data of events that may have occurred during supported flights, such as past flight plans, weather, FAA data and map data.  It also includes older aircraft system performance data.  While more recent data is most relevant for failure trending analysis, the system concept calls for saving all data for the life of the supported aircraft, so that an end-to-end analysis can be conducted if required.  Based on this analysis, the GASS system should be sized for 14.4 Terabytes of on-line storage and 58.4 Terabytes of off-line storage.
The above results were used to support the final system design process.
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AC 1

Aircraft Systems 

Data

Aircraft 

System 

Sensors

Acquire Aircraft 

Related Data Periodic Routine

Numeric data from each 

aircraft system sensor 1 / sec  Immediate Varies

1-2 bytes 

per sensor

Central 

Computer

Acquire Aircraft 

Related Data

Also sent to recorder.  Size depends 

upon the number of sensors in 

particular aircraft

AC 2

Physiological 

Data 

Physiological 

Sensors

Acquire Aircraft 

Related Data Periodic Routine

Numeric data from each 

physiology sensor

1 per  2 

sec  Immediate 32 bps

1-2 bytes 

per sensor

Central 

Computer

Acquire Aircraft 

Related Data

Also sent to recorder.  Sizing based on 

4 sensors

AC 3 

Pilot 

Communications 

Aircraft 

Systems 

Interface

Provide Air Ground 

Communications

Pilot or 

Ground 

Request Priority

Digitized compressed 

voice Aperiodic Immediate 16 Kb/Sec Varies

Central 

Computer

Provide Air 

Ground Comms

Also includes associates 

communicating with pilot.  Duration 

varies by length of communications

AC 4 Ground Updates 

Central 

Computer

Provide Air Ground 

Communications

Upon 

detection  Priority

Text data describing 

problem Aperiodic Immediate Varies Varies

Aircraft 

Systems 

Interface

Provide Air 

Ground Comms

Size and throughput varies by nature of 

alert

AG 1

Aircraft Track 

Data 

Central 

Computer

Acquire Aircraft 

Related Data Periodic Priority 

Aircraft heading, speed, 

altitude and attitude  1 / minute Immediate 16 kbs 30 bytes

Operator 

Workstations

Support 

Operations Also sent to Storage and Servers

AG2 Aircraft Alert

Central 

Computer

Acquire Aircraft 

Related Data

Upon 

detection  Immediate

Aircraft failure alert or 

pilot physiology report 

As 

Detected, 

then every 

two 

seconds 

until 

resolved Immediate  66 kbs

125 

Kbytes

Operator 

Workstations

Support 

Operations

Also sent to Storage and Servers.  

Includes type of alert, and relevant 

aircraft systems information, includng 

track information, pilot cockpit displays 

and affected system information 

AG3

Pilot 

Communications

Central 

Computer

Provide Air Ground 

Communications

Pilot or 

Ground 

Request Priority 

Digitized compressed 

voice Aperiodic Immediate 16 Kbs Varies

Operator 

Workstations

Provide Air 

Ground 

Communications

Also sent to Storage and Servers.  

Includes reverse flow of associates 

communicating with pilot

AG4 Ground Updates

Operator 

Workstations Support Operations

Upon 

detection  Priority 

Text data describing 

problem Aperiodic Immediate Varies Varies

Central 

Computer

Support 

Operations

Weather, traffic or other conditions a 

pilot should be aware of

AG5

Summarized 

Aircraft Condition 

Data

Central 

Computer

Acquire Aircraft 

Related Data Periodic Routine

Numeric data from each 

aircraft system sensor 1 / sec  Immediate Varies

1-2 bytes 

per sensor 

report Storage

Acquire Aircraft 

Related Data

UI 1

Flight Plan 

Request  User Interface

Provide User 

Interface

User 

Request Routine

Date, time, origin, 

destination, aircraft, 

special considerations Aperiodic

Non real 

time Various 

100-300 

bytes

Operator 

Work Station 

Support 

Operations

UI 2 Draft Flight Plan 

Operator 

Workstation Support Operations

Completion 

of Plan Routine Flight Plan  Aperiodic

Non real 

time Various  500 bytes

User 

Interface

Provide User 

Interface

UI 3

Flight Plan 

Approval User Interface

Provide User 

Interface User Action Routine

User changes / approval 

of plan Aperiodic

Non real 

time Various 

5-500 

bytes

Operator 

Work Station 

Support 

Operations

UI 4

Concierge 

Request User Interface

Provide User 

Interface

User 

Request Routine

Request for FBO or 

facilities services Aperiodic

Non real 

time Various  100 bytes

Operator 

Work Station 

Support 

Operations

UI 5 Reservation Data

Operator 

Workstation Support Operations

Completion 

of Request 

Action Routine

Response to request for  

FBO or facility service Aperiodic

Non real 

time Various  100 bytes

User 

Interface

Provide User 

Interface

UI 6

Incipient Failure 

Alert

Operator 

Workstation Support Operations

Upon 

detection  Priority

Message of detected 

incipient failure Aperiodic

Near real 

time Various 

20 - 500 

bytes

User 

Interface

Provide User 

Interface

Destination 

Air - Ground

User Interface

On-Aircraft

Identification Source 


Figure 42: SV-6 System Data Exchange Matrix (Part 1 of 2)
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UI 7

Maintenance 

Notification

Operator 

Workstation Support Operations

Upon 

detection  Routine

Notification of 

maintenance 

requirement Aperiodic

Non real 

time Various  100 bytes

User 

Interface

Provide User 

Interface

UI 8

FBO Service 

Request

Operator 

Workstation Support Operations

Upon 

detection  Routine

Request for service from 

an FBO  Aperiodic

Near real 

time Various  150 bytes

User 

Interface

Provide User 

Interface

UI 9

FBO Service 

Appointment User Interface

Provide User 

Interface User Action  Routine

Response to request 

from FBO Aperiodic

Near real 

time Various  30 bytes

Operator 

Work Station 

Support 

Operations

UI 10

Maintenance 

Record Update User Interface

Provide User 

Interface User Action  Routine

Completed maintenance 

actions Aperiodic

Non real 

time Various 

25 - 200 

bytes Storage

Support 

Operations

UI 11

Pilot Record 

Update  User Interface

Provide User 

Interface User Action  Routine

Update to pilot records 

(check flight, medical, 

simulator, non-GASS 

aircraft) Aperiodic

Non real 

time Various  100 bytes Storage

Support 

Operations

UI 12

Associates 

Notification

Operator 

Workstation Support Operations Upon request Routine Short message Aperiodic

Near-real 

time Various  75 bytes

User 

Interface

Provide User 

Interface

UI 13

Associates 

Comms Request User Interface

Provide User 

Interface User Action  Priority

Request to 

communicate with pilot Aperiodic Immediate 16 kb/sec Varies

Operator 

Work Station 

Support 

Operations

DM 1 Weather Data

External 

Interfaces

Acquire External 

Data Periodic Priority

Temperature, winds, 

pressure and rainfall 

Every 5 

minutes 

Near-real 

time 1 Mbs 1 Mbyte Storage

Support 

Operations

DM2 FAA TFRs

External 

Interfaces

Acquire External 

Data

Upon 

Occurrence Routine

Changes in flight 

restrictions Aperiodic

Near-real 

time Varies

1024 

bytes Storage

Support 

Operations

DM 3 FAA NOTAMs

External 

Interfaces

Acquire External 

Data

Upon 

Occurrence Routine

Changes in airfield and 

navigation aids  Aperiodic

Near-real 

time Varies

1024 

bytes Storage

Support 

Operations

DM 4 Flight Plans

Operator 

Workstation Support Operations

Upon 

Creation Routine Flight plan  Per Flight

Non real 

time  Varies

1024 

bytes Storage

Support 

Operations

DM 5

Aircraft Systems 

History Data

Central 

Computer 

Acquire Aircraft 

Related Data Periodic Routine

Trendable data from 

aircraft sensors Per Flight

Non real 

time  Varies

65536 

bytes Storage

Support 

Operations

Data is compressed to minimize 

storage (e.g. if oil pressure stays 

steady during a flight, only the steady 

state reading is recorded)

DM 6 Pilot Records

Operator 

Workstation

Acquire Aircraft 

Related Data

Upon Flight 

Completion Routine

Pilot flight log 

information entry 

information Per Flight

Non real 

time  Varies 100 bytes Storage

Support 

Operations

DM 7 Pilot Records User Interface

Provide User 

Interface

Upon 

Occurrence Routine

User entered pilot flight 

log information Aperiodic

Non real 

time  Varies 100 bytes Storage

Support 

Operations

DM 8

Aircraft 

Maintenance 

Records User Interface

Provide User 

Interface

Upon 

Occurrence Routine

User entered aircraft 

maintenance information Aperiodic

Non real 

time  Varies

1024 

bytes Storage

Support 

Operations

DM 9

Aircraft Type 

Data

External 

Interfaces

Acquire External 

Data Upon Update Routine

Aircraft performance 

and capacity information Aperiodic

Non real 

time  Varies

2048 

bytes Storage

Support 

Operations Used for flight planning purposes

DM 10 Maps

External 

Interfaces

Acquire External 

Data Upon Update Routine

Maps and terminal 

procedures for United 

Sates Monthly

Non real 

time 

Non real 

time 8 Gbytes Storage

Support 

Operations

DM 11 User Information User Interface

Provide User 

Interface Upon Update Routine

User information 

including basic account 

information and 

preferences Aperiodic

Non real 

time 

Non real 

time

1024 

bytes Storage

Support 

Operations Also called customer profile data 

DM 12

Fixed Base 

Operator Data User Interface

Provide User 

Interface Upon Update Routine

Name, locations, 

services and prices Aperiodic

Non real 

time 

Non real 

time

2048 

bytes Storage

Support 

Operations

Destination 

Data Management

Identification Source 


Figure 43: SV-6 System Data Exchange Matrix (Part 2 of 2)
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Figure 44: OV-7 Logical Data Model
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Aircraft Systems 

Data

Numeric data from each 

aircraft system sensor

6 30

1 4 2592000

Data is a 32 bit (4 byte) binary encoded 

word 

Physiological 

Data 

Numeric data from each 

physiology sensor

6 4

0.5 2 86400

Data is a 16 bit (2 byte) binary encoded 

word

sum 2.68E+06


Figure 45: Aircraft Data Storage Analysis
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Notes

Aircraft Track 

Data 

Aircraft heading, speed, 

altitude and attitude  1 / minute 30 see note Uses a burst transmission mode

Summarized 

Aircraft Condition 

Data

Numeric data from each 

aircraft system sensor 1 / flight 65536 16 kbs

Data is reduced to key statistics and 

summary data

Pilot 

Communications

Digitized compressed 

voice Aperiodic Varies 16 Kbs Compressed voice transmission mode

Ground Updates

Text data describing 

problem Aperiodic Varies 16 kbs

Uses a burst / short message service 

transmission mode

Alert support

Data transmitted with an 

alert notice Aperiodic

32000

32 kbs

Data includes track, key systems data 

and physiology data.  It is updated / 

sent once per second until alert is 

ended


Figure 46: Air-Ground Data Transmissions
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Offline Storage 

Duration

OffLine Storage 

Size

Notes

Weather Data

Temperature, winds, 

pressure and rainfall 

Number 

per day  288 1000000 4 hours 48 5 years 525600

Offline storage driven by lawsuit statute 

of limitation (5 years).  Loading rate 

based on data being updated once 

every 5 minutes

FAA TFRs and 

NOTAMs

Changes in flight 

restrictions, airfields and 

navigation aids

Number 

per day  10 1024 90 days 0.92 5 years 18.43

Offline storage driven by lawsuit statute 

of limitation (5 years)

Flight Plans Flight plan 

Number 

per day  4000 1024 1 year 1495.04 5 years 5980.16

Offline storage driven by lawsuit statute 

of limitation (5 years).  Loading rate 

based on 10% of customers flying each 

day   

Aircraft Systems 

History Data

Trendable data from 

aircraft sensors

# of 

sensors - 

Flights Per 

Day 120000 65536 5 years 14352384 25 years 57409536

Data is compressed to minimize 

storage (e.g. if oil pressure stays 

steady during a flight, only the steady 

state reading is recorded).  Average of 

30 sensor outputs per flight, 2000 

flights per day

Aircraft 

Communications

All transmissions 

content (voice and data) 

to / from aircraft 1 week 2.048352051 5 years 532.57153

Offline storage driven by lawsuit statute 

of limitation (5 years).  Loading rate 

based on calculations in Air-Ground 

Comms Loading

Operations 

Center Operator 

Actions

All recordable actions 

talken in the operations 

center

Actions 

per Flying 

Hour 20 8 1 week 0.01792 5 years 4.6592

Offline storage driven by lawsuit statute 

of limitation (5 years).  Loading rate 

based on ground actions per flying hour

Pilot Records

Pilot flight log 

information entry 

information

Flights Per 

Day 4000 100 25 Years 3650 N/A

Loading rate based on 10% of 

customers flying each day

Aircraft 

Maintenance 

Records

User entered aircraft 

maintenance information

Updates 

per day 500 1024 25 years 4672 N/A

Loading rate based on 1 maintenance 

actions per day per 40 customers 

(2.5% rate)

Aircraft Type 

Data

Aircraft performance 

and capacity information

Number of 

Aircraft 

Types 200 2048 25 Years 0.4096 N/A Used for flight planning purposes

Maps

Maps and terminal 

procedures for United 

Sates Monthly 1 8000000000 1 month 8000 5 years 480000

Offline storage driven by lawsuit statute 

of limitation (5 years).  Map data base 

updated monthly

User Information

User information 

including basic account 

information and 

preferences

Number of 

members 40000 1024 25 years 40.96 N/A Also called customer profile data 

Fixed Base 

Operator Data

Name, locations, 

services and prices

Numbers 

of FBOs 10000 2048 25 years 20.48 N/A

Total

1.44.E+07 5.84E+07

See Air-Ground Comms Loading


Figure 47: Ground Storage Loading Analysis
Appendix H: System Development

Function Development

This appendix describes how the team took the selected architecture from Appendix F and the results of the capacity and throughput analyses from Appendix G and defined the final system elements and configuration.  The team began with the selected system architecture from Appendix F.  We then determined the system functions necessary to implement the system architecture functions.  The top level system functions are in Figure 48, while the detailed listing is in Figure 49.
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Figure 48: Top Level System Functions
[image: image35.emf] 


Figure 49: Detailed System Functions
The system functions were traced back to the operational activities that they support.  This is shown in the Operational Activities – Systems Function Trace Matrix (SV-5) shown in Table 11 on the next page.
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Provide Advisory Response

Provide Emergency Response

Communicate with Associates

Telecommunicate with Pilot

Notify Associates

PROVIDE POSTFLIGHT SUPPORT

Provide aircraft RACM data support

Store monitored data 

Provide cumulative analysis of stored data

Provide aircraft maintenance record service

Check Maintenance Records

Update Maintenance Records

Provide Maintenance Notifications

Provide incipient failure alerts (non 

emergency)

Provide Pilot Flight Records Services

Update Pilot flight records (from flight data)

Review Pilot Currency

Provide Pilot Currency Notifications

Update pilot records (manual input)

ID System Functions Level

F1

F1.1

F1.1.1

F1.1.2

F1.2

F1.2.1

F1.3

F1.3.1

F1.3.2

F1.3.3

F1.4

F1.4.1

F1.4.2

F1.4.3

F1.5

F1.5.1

F1.5.2

F1.5.3 F1.5.4

F1.6

F1.6.1

F1.6.2

F1.7

F1.7.1

F1.7.2

F1.7.3

F1.8 

F1.8.1

F1.8.2

F1.8.3

F2

F2.1

F2.1.1

F2.1.2

F2.1.3 F2.1.4

F2.1.5 

F2.2

F2.2.1

F2.2.2

F2.2.3 F2.2.4

F2.3

F2.3.1

F2.3.2

F3

F3.1

F3.1.1

F3.1.2

F3.2

F3.2.1

F3.2.2

F3.2.3 F3.2.4

F3.3

F3.3.1

F3.3.2

F3.3.3 F3.3.4

S1 Provide User Interface (non airborne)

1

S1.1 Provide telephonic user interface

2 X X X X

X X X X X X X X X X X

S1.2 Provide email user interface

2 X X X X

X X X X X X X X X X X X X X X X X X X

S1.3 Provide web-based user interface

2 X X X X X X X

X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X

S1.4 Contact Customers and Associates

2

X X X

S2 Provide Information Assurance

1

S2.1

Provide User Identification and Authentications 

(includes log-in)

2 X X X X X X X

X X X X X X X X X X X X X X X X X

S2.2 Provide data confidentiality

2 X X X

X X X X X X X X X X X X X X X X X X X X X X X X

S2.3 Provide data integrity

2 X X X X X X X X X

X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X

S3 Acquire External Data (includes data updating)

1

S3.1 Acquire user profile data

2 X X X

X X X X X X X X X X X X X X X X X X

S3.2 Acquire air navigation support data (maps, etc)

2 X X X X X

X X X X X X X X X X

S3.3 Acquire weather data

2 X X X X X

X X X X X X X X X X X

S3.4 Acquire NOTAMs/TFRs

2 X X X X X

X X X X X X X X X X X X X X X X

S3.5 Acquire air traffic data

2 X X X X X

X X X X X X X X X X X X X X X X

S4 Acquire Aircraft Related Data

1

S4.1 Acquire Navigation Data 2

X X X X X X X X X X X X

S4.2 Acquire Aircraft Condition Data 2

X X X X X X X X X X X X X X X X X X

S4.3 Acquire Pilot Physiology Data 2

X X X X X X X X X X X X X X

S5 Provide aircraft - ground communications

1

S5.1 Provide data communications 2

X X X X X X X X X X X X X X X X X X X X X X X X X X

S5.2 Provide voice communications 2

X X X X X X X X X X X X X X X X

S6 Support Operations

1

S6.1 Prepare flight plans 2 X X X X X X X X X

X X X X X X X X X X X X X X X X

S6.2 Track On-going flights 2

X X X X X X X X X X X X X X X

S6.3 Record Operations Center Activity 2 X X X X X X X X X

X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X

S6.4 Process Acquired data 2 X X X X X X X X

X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X

S6.5 Provide alerts and notifications 2

X X X X X X X X X X X X X X X X X X X X X

S6.6 Update Records 2

X X X X

S7 Provide system availability

1

S7.1 Provide high assurance of communications 2 X X X X X

X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X

S7.2 Provide high system availability 2 X X X X X X X X X

X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X X

GENERAL AVIATION SERVICE SYSTEM (GASS) SV5a - 

OPERATIONAL ACTIVITY->SYSTEM FUNCTIONS MATRIX

Operational Activities


Table 11: Operational Activities vs. System Functions (SV-5A)
Once the functions were defined, the various types of systems elements required to provide the various system functions were identified.  These are shown in the System Communications Description diagram (SV-2) below in Figure 50.
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Figure 50: General Aviation Support System (GASS), SV-2 Diagram
The team also created a set of SV-6 Sequence diagrams to examine how the various system elements were involved in the various system functions/operational activities.  These SV-6 diagrams are shown in Figure 51, Figure 52, and Figure 53 below.  Finally, Figure 54 shows the various databases and manager elements that the GASS will have.  Based on these diagrams, software elements GASS was determined to need are:
· Aircraft Controller / Analyzer / Data Manager

· Aircraft Communications Manager

· Ground Communications Manager

· System Manager / Operator Console

· Tracker / Analyzer

· Post Mission Analyzer

· Data Base Manager

· Alert Manager

· Interface Manager
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Figure 51: Sequence Diagram (SV-10b) for Request Flight Plan
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Figure 52: Sequence Diagram (SV-10b) for Aircraft Communications
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Figure 53: Sequence Diagram (SV-10b) for Maintain Records
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Figure 54: Component Diagram
Element Identification

Once the desired system functions were determined and mapped to the operational activities (functions), the specific system components needed to be determined.  In order to define the system components, a morphological box was developed to categorize potential system component solutions by element type.  From basic research it was estimated that the number of potential component solutions per system element ranged from two to 20.  Based on the expertise and judgment of the GASS team, only the “most reasonable” candidates were identified based on a first-level approximation of cost and performance characteristics.  The resulting morphological boxes for the GASS system are shown in Table 12 and Table 13 where the element types are shown in the top rows and the potential solutions are grouped in columns below.
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Air-Based Systems & Services


Table 12: Aircraft Elements Morphological Box
	Ground-Based Systems & Services

	Client Interface
	Operator Interface
	Primary Data Storage
	Server Hosting
	Flight Planning SW
	Aircraft-GASS Communications Data Link

	Telephone
	Individual Stations
	Magnetic Tape
	Self-hosted
	COTS
	Cell Phone Network

	Internet
	Grouped Stations
	Optical Disk
	Primary: Self, Secondary: Sourced
	Modified COTS
	Satellite Communications - Iridium like

	Email
	Shared Stations
	Network Attached Storage
	All Sourced
	New Development
	Satellite communications - wide bandwidth

	All
	 
	Storage Area Network
	 
	 
	LinkTV WADL

	 
	
	Tape Library
	
	
	HF

	
	
	Optical Jukebox
	
	
	ACARS

	
	
	 
	
	
	NATS

	
	
	
	
	
	Terrestrial Flight Telephone System (TFTS)

	
	
	
	
	
	Gatelink

	
	
	
	
	
	SkyLink

	
	
	
	
	
	VHF Digital Link Mode 2


Table 13: Ground Elements Morphological Box
Given the size of the morphological boxes, there were over 332.5 million combinations of potential GASS component solutions
.  In an effort to pair these solutions down and to provide some up-front risk mitigation measures, a quick assessment of incompatibilities between potential components was conducted.  In this analysis, each potential component was assessed against the other component solutions outside of its element type.  If any compatibilities were determined (e.g., technologically unfeasible), they were noted in red.  The resulting matrix can be seen in Figure 56.  As can be noted from this analysis, there are a few combinatoric incompatibilities.  In addition, eight of the eleven possible datalink options failed to meet the maximum throughput requirements.  This reduced the option space to 88.2 million combinations.  
Downselection Through Utility Analysis

Once the potential system component solutions were known and all incompatibilities were defined, a utility analysis was conducted to determine the most suitable components for use within GASS.  The utility analysis was conducted using the same basic process as outlined in Appendix F.

This utility analysis used the eight stakeholder value areas identified in Appendix C: cost, availability, reliability, feasibility, complexity, usability, performance, and the potential for risk.  Figure 55 through Figure 63 identify the value function and definition associated with each of these areas.
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Figure 55: Cost Value Function
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Figure 56: Incompatibility Check
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Figure 57: Availability Value Function
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Figure 58: Reliability Value Function
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Figure 59: Feasibility Value Function
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Figure 60: Complexity Value Function
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Figure 61: Usability Value Function
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Figure 62: Performance Value Function
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Figure 63: Risk Value Function
Once the value functions for each area were developed, it was determined a weighted evaluation of each element would be derived.  Using the same process as the previous Needs evaluation, the GASS stakeholders were ranked in value where the highest value has the most impact on the system during system design.  Based on these ranked values, the various stakeholders were polled to determine the importance of each of the eight functions to their satisfaction using a scale of 1 – 4.  The resulting polled values were multiplied in a matrix against their stakeholder-importance rating to determine a relative weight for each area.  To form the weighted utility function, the percentage of the relative weight for each area to the summation is used.
With the utility weightings developed, matrices of the different functional areas versus the potential system components found in the morphological box were developed.  In these matrices, shown in Figure 64 and Figure 65 (on the following two pages), each potential system component was evaluated on a scale from 1-10 based on the supplied definitions.  The components with the highest utility value are highlighted in green; because these components offer the highest utility based upon the drivers identified, they will be utilized in the final system design.  In addition, the team made a linearity assumption, in that the utility values added linearly across the various form elements (there are no nonlinear dependencies between form elements).   This reasonable assumption was supported by the incompatibility analysis, described above.  This means that the analysis requirement dropped from computing the utility of 88.4 million possible combinations to computing it for 56 items (the number of feasible entries in the morphological box).  The highest scoring item in each section was selected as the particular form instantiation for GASS.

Note that several potential solutions for the aircraft communications data link have been blacked out – the data rate analysis shown elsewhere in this report removed these solutions from the selection pool post-initial analysis.  Specifically, the blackout solutions either did not provide enough bandwidth to support GASS functionality or further research indicated they were unavailable for use.
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Rating Utility Rating Utility Rating Utility Rating Utility Rating Utility Rating Utility Rating Utility Rating Utility

Telephone 1 9.976 10 9.964 10 9.980 10 10.000 1 7.197 5 8.757 6 5.285 1 7.2705 8.42

Internet 2 9.352 10 9.964 10 9.980 10 10.000 2 5.080 6 9.281 8 6.568 1 7.2705 8.40

Email 2 9.352 10 9.964 10 9.980 10 10.000 2 5.080 6 9.281 7 5.749 1 7.2705 8.27

All 3 8.255 10 9.964 10 9.980 10 10.000 3 3.525 10 9.993 10 9.979 2 5.402 8.50

Individual Stations 8 0.969 10 9.964 10 9.980 10 10.000 6 1.238 8 9.750 8 6.568 2 5.402 6.86

Grouped Stations 6 3.638 10 9.964 10 9.980 10 10.000 7 0.936 7 9.585 7 5.749 4 3.528 6.74

Shared Stations 4 6.836 10 9.964 10 9.980 10 10.000 8 0.698 6 9.281 6 5.285 5 3.1673 6.91

Magnetic Tape 5 5.247 10 9.964 8 4.990 9 9.000 5 1.704 4 7.932 5 4.998 1 7.2705 6.24

Optical Disk 4 6.836 10 9.964 8 4.990 9 9.000 5 1.704 4 7.932 5 4.998 1 7.2705 6.42

Network Attached Storage 6 3.638 8 9.294 9 7.158 9 9.000 6 1.238 7 9.585 8 6.568 2 5.402 6.53

Storage Area Network 7 2.162 8 9.294 9 7.158 9 9.000 6 1.238 7 9.585 8 6.568 3 4.2137 6.21

Tape Library 8 0.969 7 8.929 9 7.158 9 9.000 7 0.936 5 8.757 9 7.919 4 3.528 6.01

Optical Jukebox 9 0.210 6 8.460 8 4.990 8 8.000 8 0.698 5 8.757 9 7.919 5 3.1673 5.37

Magnetic Tape 5 5.247 10 9.964 8 4.990 9 9.000 5 1.704 4 7.932 5 4.998 1 7.2705 6.24

Optical Disk 4 6.836 10 9.964 8 4.990 9 9.000 5 1.704 4 7.932 5 4.998 1 7.2705 6.42

Network Attached Storage 6 3.638 8 9.294 9 7.158 9 9.000 6 1.238 7 9.585 8 6.568 2 5.402 6.53

Storage Area Network 7 2.162 8 9.294 9 7.158 9 9.000 6 1.238 7 9.585 8 6.568 3 4.2137 6.21

Tape Library 8 0.969 7 8.929 9 7.158 9 9.000 7 0.936 5 8.757 9 7.919 4 3.528 6.01

Optical Jukebox 9 0.210 6 8.460 8 4.990 8 8.000 8 0.698 5 8.757 9 7.919 5 3.1673 5.37

Self-hosted 6 3.638 4 6.963 8 4.990 6 6.000 8 0.698 8 9.750 8 6.568 4 3.528 5.42

Primary: Self, Secondary: Sourced 7 2.162 3 5.810 8 4.990 5 5.000 6 1.238 8 9.750 6 5.285 3 4.2137 4.99

All Sourced 8 0.969 2 4.303 8 4.990 4 4.000 4 2.433 8 9.750 5 4.998 2 5.402 4.86

Passive: Threshold alerts trigger 

response

5 5.247 8 9.294 9 7.158 8 8.000 4 2.433 6 9.281 5 4.998 4 3.528 6.23

Active: Continuous Analysis 7 2.162 8 9.294 9 7.158 8 8.000 8 0.698 8 9.750 9 7.919 4 3.528 6.21

Active/Passive: Periodic analysis w/ 

threshold alert trump

6 3.638 8 9.294 9 7.158 8 8.000 6 1.238 7 9.585 7 5.749 4 3.528 6.07

COTS 3 8.255 4 6.963 8 4.990 6 6.000 3 3.525 4 7.932 4 4.709 4 3.528 5.69

Modified COTS 6 3.638 6 8.460 8 4.990 8 8.000 6 1.238 8 9.750 8 6.568 6 2.954 5.73

New Development 9 0.210 8 9.294 8 4.990 9 9.000 9 0.425 9 9.859 9 7.919 8 2.2592 5.56

Cell Phone Network 1 9.976 8 9.294 7 3.385 7 7.000 4 2.433 9 9.859 7 5.749 5 3.1673 6.24

SATCOM -Iridium Like 9.976 -0.018 0.000 0.000 9.975 -0.014 -0.004 9.9968 3.50

SATCOM - wide band 8 0.969 9 9.618 9 7.158 9 9.000 8 0.698 9 9.859 9 7.919 6 2.954 6.14

LinkTV WADL 0 9.976 0 -0.018 0.000 0 0.000 0 9.975 0 -0.014 0 -0.004 0 9.9968 0.00

HF 9.976 -0.018 0.000 0.000 9.975 -0.014 -0.004 9.9968 3.50

ACARS 9.976 -0.018 0.000 0.000 9.975 -0.014 -0.004 9.9968 3.50

NATS 9.976 -0.018 0.000 0.000 9.975 -0.014 -0.004 9.9968 3.50

Terrestrial Flight Telephone System 

(TFTS)

9.976 -0.018 0.000 0.000 9.975 -0.014 -0.004 9.9968 3.50

Gatelink 9.976 -0.018 0.000 0.000 9.975 -0.014 -0.004 9.9968 3.50

SkyLink 8 0.969 9 9.618 9 7.158 9 9.000 8 0.698 9 9.859 9 7.919 4 3.528 6.21

VHF Digital Mode 2

Secondary Data Storage

Primary Data Storage

A general evaluation of system solution options given a relative rating within their 

area from 1 - 10 based on the utility function descriptions
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GASS SYSTEM SOLUTION UTILITY ANALYSIS

Flight Planning SW

Aircraft-GASS Comms Data Link

Ground-Based Systems & Services

Client Interface

Operator Interface


Figure 64: GASS Ground Components Selection Matrix
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Rating Utility Rating Utility Rating Utility Rating Utility Rating Utility Rating Utility Rating Utility Rating Utility

Hand-held Electronic Flight Bag 7 2.162 1 2.382 6 2.246 6 6.000 8 0.698 8 9.750 6 5.285 5 3.1673 4.14

Board/card (inserted to aircraft 

computer)

5 5.247 3 5.810 7 3.385 7 7.000 6 1.238 7 9.585 8 6.568 3 4.2137 5.46

Coshare Existing Computer 8 0.969 4 6.963 8 4.990 8 8.000 8 0.698 6 9.281 7 5.749 4 3.528 5.10

Dedicated Computer/Box 9 0.210 5 7.826 8 4.990 8 8.000 6 1.238 9 9.859 9 7.919 4 3.528 5.58

Unique/Add-on 8 0.969 6 8.460 8 4.990 8 8.000 4 2.433 8 9.750 8 6.568 1 7.2705 6.11

Existing Interface 4 6.836 6 8.460 8 4.990 8 8.000 8 0.698 8 9.750 8 6.568 3 4.2137 6.20

Unique/Add-on 8 0.969 6 8.460 8 4.990 8 8.000 4 2.433 8 9.750 8 6.568 1 7.2705 6.11

Existing Interface 4 6.836 6 8.460 8 4.990 8 8.000 8 0.698 8 9.750 8 6.568 3 4.2137 6.20

Wireless 8 0.969 4 6.963 6 2.246 6 6.000 8 0.698 8 9.750 6 5.285 4 3.528 4.48

Hardwired 4 6.836 8 9.294 8 4.990 8 8.000 4 2.433 8 9.750 8 6.568 2 5.402 6.62

Wireless & Hardwired 6 3.638 6 8.460 7 3.385 7 7.000 6 1.238 8 9.750 7 5.749 3 4.2137 5.42

Solid State 6 3.638 8 9.294 8 4.990 8 8.000 2 5.080 8 9.750 7 5.749 1 7.2705 6.65

Digital Tape 4 6.836 8 9.294 6 2.246 8 8.000 2 5.080 8 9.750 7 5.749 3 4.2137 6.19

Hard Drive 2 9.352 8 9.294 4 0.999 8 8.000 2 5.080 8 9.750 7 5.749 4 3.528 6.20

Flight Stick Biomedical Sensors 4 6.836 6 8.460 6 2.246 8 8.000 4 2.433 6 9.281 4 4.709 4 3.528 5.51

Apparel Biomedial Sensors (e.g. flight 

suit)

8 0.969 4 6.963 6 2.246 8 8.000 8 0.698 4 7.932 8 6.568 6 2.954 4.53

Movement Sensing Suite Analysis (e.g. 

control use & seat movement)

6 3.638 8 9.294 8 4.990 8 8.000 6 1.238 8 9.750 6 5.285 5 3.1673 5.64

Existing System Sensors 4 6.836 6 8.460 8 4.990 7 7.000 4 2.433 3 6.724 3 4.243 3 4.2137 5.48

New, GASS-mandated sensors 8 0.969 7 8.929 8 4.990 8 8.000 8 0.698 9 9.859 9 7.919 6 2.954 5.64

Existing sensors with new GASS 

additions

6 3.638 8 9.294 8 4.990 8 8.000 6 1.238 8 9.750 6 5.285 4 3.528 5.69

Passive Sensing 3 8.255 8 9.294 8 4.990 8 8.000 4 2.433 4 7.932 4 4.709 3 4.2137 6.07

Active Sensing 9 0.210 8 9.294 8 4.990 8 8.000 6 1.238 8 9.750 8 6.568 3 4.2137 5.58

Passive: Less-critical Data, Active: 

Critical Data

6 3.638 8 9.294 8 4.990 8 8.000 8 0.698 6 9.281 6 5.285 2 5.402 5.80

Piggy-back Manufacturer Installed 

System

4 6.836 8 9.294 8 4.990 8 8.000 6 1.238 8 9.750 7 5.749 3 4.2137 6.21

Proprietary Sattelite System 8 0.969 4 6.963 8 4.990 8 8.000 8 0.698 8 9.750 7 5.749 5 3.1673 5.13

A general evaluation of system solution options given a relative rating within their 

area from 1 - 10 based on the utility function descriptions

Aircraft Hull & Systems Sensing

Pilot Visual Interface

Pilot Audio Interface

Total Utility
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Figure 65: GASS Air Components Selection Matrix
Appendix I: Net Cash Flow Analysis

This appendix provides the process and details of the team’s net cash flow analysis for GASS.
This analysis was done by developing both a cost component and a revenue component for the system.
The cost component was built in two parts.  First, the people and material resources necessary to build, integrate and deploy the system were estimated.  A separate estimate was done for both the hardware and the software.  Then, the resources required to operate and maintain the GASS system were estimated.  The development and operations costs were combined to determine the estimated annual costs of the system across a 25 year period.

For the revenue component, a revenue stream was projected from the market sales estimates presented in Appendix D.  The revenue stream includes revenue from both equipment sales and monthly subscription fees.  Once the revenue component was built, an annual cost flow estimate was created by subtracting the results of the cost model from the revenue model.  
Software Resource Estimate
The people and time requirements to develop the GASS software components were estimated using COCOMO II.  The software line of code estimates were based on a function point count.  The detailed inputs and factors for each software item are shown in Figure 66 (next page).
Based on these factors, it’s estimated that developing the GASS software will require about 6 people working for  two years.

Hardware and System Integration Resource Estimate
The hardware and system integration resource estimate (in both people and time) is shown in Table 14.  The detailed costs to procure hardware elements are shown in Table 15.

[image: image54.emf]Area Task

Duration 

(years) # of people

System Design 0.25 6

Design and Build 

Hardware

Hardware design 0.5 6

Hardware Integration and Test

0.25

6

Integrate Hardware and 

Software 

Software Integration 0.08 6

System Integration and Test 0.3 6

Total  1.38 6


Table 14: Hardware and Integration Resource Estimate
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Figure 66: Software Resource Estimating Factors
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Client Interface All Forms

2 $10,000 $20,000

Operator Interface Individual Stations

98 $9,000 $882,000

Primary Data 

Storage

Network Attached 

Storage

90 $865 $77,850

Secondary Data 

Storage

Network Attached 

Storage

378 $865 $326,970

Data/Operations 

Hosting

Primary: Self, 

Secondary: Sourced 8 $7,500 $60,000

Aircraft-GASS 

Comms Data Link 

(ground side)

1 5,000 $     $5,000

$1,371,820

Aircraft-GASS 

Comms Data Link 

(aircraft side)

1 500 $        $500

Onboard Processing Dedicated Computer/Box

1 1,000 $     $1,000

Pilot Visual Interface Existing Interface

1 20 $          $20

Pilot Audio Interface Existing Interface 1 20 $          $20

Integration Interface Hardwired

1 $200 $200

Data Recorder Solid State

1 500 $        $500

Physiological 

Sensing

Movement Sensing Suite 

Analysis (e.g. control use 

& seat movement)

1 500 $        $500

Aircraft Hull & 

Systems Sensing

Existing sensors with 

new GASS additions 1 800 $        $800

Sensor Monitoring 

HW/SW

Passive Sensing

1 800 $        $800



Network interface unit to cell phone provider

1 U size aircraft qualified comouter 

Includes backup facility

Computer w/software & peripherals 

($5000)+Office/cubicle furnishings ($4000) per station

1TB Netgear RND4250 NAS @ $865/each, set in a 3x 

striped raid, with a 15 TB capacity (includes backup 

1TB Netgear RND4250 NAS @ $865/each, set in a 3x 

striped raid (includes backup facility)

Cell phone antenna and transceiver unit

Notes

Hardware Costs

Blade server ($7500) (includes backup facility)

Ground Total

Cable connection on aircraft 

Cable connection on aircraft 


Table 15: Hardware Component Costs (Detailed)

Operations and Maintenance (O&M) Cost Estimate
The O&M cost estimate included eight factors:

- People (this included development people)
- Facilities

- Utilities

- Recapitalization of ground system

- Licensing costs

- Telecommunications costs
- Manufacturing cost of airborne components (including warranty return costs)
- Start up costs

People estimates were taken from two sources:  the manpower estimates to develop the system were used for years 1 and 2 (from above: six software people and six hardware and systems people).  The second source was the people estimates provided in Appendix L.
Table 16 and Table 17 below provide the by-year estimates for people and their expected costs.  The loaded salaries include a 25% factor for benefits and employer-taxes.  The people estimates were taken from Appendix L.  Table 16 shows the estimates for the first nine years.  Table 17 gives the estimates for years 10 through 25.  Note that the labor count is constant from years 18 to 25, so a single column is presented for those years.  The numbers there are single year numbers.
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$1,440,000 $1,440,000 $1,200,000 $1,200,000 $960,000 $600,000 $600,000 $600,000 $600,000

Office Staff $80,000 

3 4 4 5 7 9 11 12 13

- Cost

$240,000 $320,000 $320,000 $400,000 $560,000 $720,000 $880,000 $960,000 $1,040,000

Manufacturering 

Oversight $90,000 

1 2 3 3 3 3 3 3 3

- Cost

$90,000 $180,000 $270,000 $270,000 $270,000 $270,000 $270,000 $270,000 $270,000

Total Count

21 36 41 52 60 73 90 101 117

Total Labor Cost

$2,395,000 $3,882,000 $4,360,000 $5,446,000 $6,202,500 $7,406,000 $8,961,000 $10,066,500 $11,541,500

Year


Table 16: People Cost Estimates (Years 1 - 9)
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Loaded 

Salary

10 11 12 13 14 15 16 17 18-25

Senior Management $175,000 

6 6 6 6 6 6 6 6 6

- Cost

$1,050,000 $1,050,000 $1,050,000 $1,050,000 $1,050,000 $1,050,000 $1,050,000 $1,050,000 $1,050,000

Sales $125,000 

6 6 6 6 6 6 6 6 6

- Cost

$750,000 $750,000 $750,000 $750,000 $750,000 $750,000 $750,000 $750,000 $750,000

Operations $94,500 

75 82 87 90 92 94 96 97 98

- Cost

$7,087,500 $7,749,000 $8,221,500 $8,505,000 $8,694,000 $8,883,000 $9,072,000 $9,166,500 $9,261,000

Technical Support $90,000 

15 15 15 15 15 15 15 15 15

- Cost

$1,350,000 $1,350,000 $1,350,000 $1,350,000 $1,350,000 $1,350,000 $1,350,000 $1,350,000 $1,350,000

Staff Support $75,000 

2 2 2 2 2 2 2 2 2

- Cost

$150,000 $150,000 $150,000 $150,000 $150,000 $150,000 $150,000 $150,000 $150,000

Development $120,000 

5 5 5 5 5 5 5 5 5

- Cost

$600,000 $600,000 $600,000 $600,000 $600,000 $600,000 $600,000 $600,000 $600,000

Office Staff $80,000 

13 13 13 13 13 13 13 13 13

- Cost

$1,040,000 $1,040,000 $1,040,000 $1,040,000 $1,040,000 $1,040,000 $1,040,000 $1,040,000 $1,040,000

Manufacturering 

Oversight $90,000 

3 3 3 3 3 3 3 3 3

- Cost

$270,000 $270,000 $270,000 $270,000 $270,000 $270,000 $270,000 $270,000 $270,000

Total Count

125 132 137 140 142 144 146 147 148

Total Labor Cost

$12,297,500 $12,959,000 $13,431,500 $13,715,000 $13,904,000 $14,093,000 $14,282,000 $14,376,500 $14,471,000

Year


Table 17: People Cost Estimates (Years 10 -25)
Facilities were estimated based on a factor of 125 square foot per person, plus a total of 4000 square feet for the GASS server center.  Facility cost was estimated at $18 per square foot per year, based on representative costs found for office space in the middle areas of the country.  
Utilities were estimated at $12,000 for the equipment support plus $18 per square ft annual
Ground system recapitalization was estimated to be on a five year cycle, beginning in year six.
Licensing costs for software (primarily the flight planning software) was estimated at $100,000 per year
Telecommunications costs includes an estimate for the ground side telecommunications cost, plus the cost to communicate to and from aircraft in flight.  The estimate was built as follows:
· Each day, 10% of GASS’s customers are flying.

· The average flight is 4 hours

· In each flight, GASS will communicate with the aircraft once per minute, using a short message service mode (text messaging).  This mode will cost $0.05 per message

· For each flying hour, there will be an average of 30 seconds of actual voice contact (emergencies and alerts only).  Each minute of voice contact will cost $0.15

Manufacturing cost of airborne components (including warranty return costs) were based on per-unit cost in Table 15.  The number of units manufactured was based on the sales estimates based upon the  estimated market penetration described in Appendix D.  In.  In addition, there will be three year warranty offered, with the expectation that 1.5% of all items would need warranty work.
Start up costs were for purchasing a development environment and facilities start-up and were estimated at $50,000 each for years 1 through 4.
The total cost model results are shown in Table 18 and Table 19 below.  Note that years 18 through 25 are shown in a single column.  This is again due to the sales forecast coming to market saturation in year 17.  However, due to warranty issues, the cost model stabilizes after year 18. 
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Total Labor Cost

$2,395,000 $3,882,000 $4,360,000 $5,446,000 $6,202,500 $7,406,000 $8,961,000 $10,066,500 $11,541,500

Facilities

119,250 $      153,000 $      164,250 $       189,000 $      207,000 $      236,250 $      274,500 $      299,250 $      335,250 $     

Utilities

$131,250 $165,000 $176,250 $201,000 $219,000 $248,250 $286,500 $311,250 $347,250

Cost of Equipment 

Sold

$0 $2,048,160 $5,193,820 $7,322,880 $11,565,600 $14,723,300 $18,638,080 $21,728,240 $22,780,000

Recapitalization

86,393 $        115,848 $      139,903 $      159,563 $     

Telecommunications 

Services

$0 $468,971 $1,479,154 $2,489,338 $3,836,250 $5,407,646 $7,203,529 $8,999,411 $11,019,778

Software Licensing

$0 $100,000 $100,000 $100,000 $100,000 $100,000 $100,000 $100,000 $100,000

Ground side hardware 

cost

90,190 $        $79,950 $66,275 $102,275 $93,275 $147,275 $120,275 $98,300 $107,300

Startup Facility

$50,000 $50,000 50,000 50000

Total

$2,785,690 $6,947,081 $11,589,749 $15,900,493 $22,223,625 $28,355,114 $35,699,732 $41,742,854 $46,390,641

Year


Table 18: Total Cost Model (Years 1 - 9)
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Total Labor Cost

$12,297,500 $12,959,000 $13,431,500 $13,715,000 $13,904,000 $14,093,000 $14,282,000 $14,376,500 $14,471,000

Facilities

353,250 $      369,000 $      380,250 $      387,000 $      391,500 $      396,000 $      400,500 $      402,750 $      405,000 $     

Utilities

$365,250 $381,000 $392,250 $399,000 $403,500 $408,000 $412,500 $414,750 $417,000

Cost of Equipment 

Sold

$19,593,520 $14,986,520 $13,931,360 $11,218,240 $7,182,420 $6,337,420 $3,321,200 $2,216,660 $2,200,380

Recapitalization

181,023 $      198,883 $      214,943 $      227,403 $      236,263 $      243,323 $      250,383 $      257,443 $      262,703 $     

Telecommunications 

Services

$12,591,175 $13,825,844 $14,836,028 $15,509,483 $15,846,211 $16,295,182 $16,631,910 $16,856,395 $17,080,880

Software Licensing

$100,000 $100,000 $100,000 $100,000 $100,000 $100,000 $100,000 $100,000 $100,000

Ground side hardware 

cost

$89,300 $80,300 $62,300 $44,300 $35,300 $35,300 $35,300 $26,300 $26,300

Startup Facility

Total

$45,571,018 $42,900,547 $43,348,631 $41,600,426 $38,099,194 $37,908,225 $35,433,793 $34,650,798 $34,963,263

Year


Table 19: Total Cost Model (Years 10 - 25)
Revenue Assessment

The revenue component is based on two elements.  The first is a one-time equipment charge.  The second is a monthly subscription fee.  As discussed in the market analysis (Appendix D), GASS plans to offer three levels of services:  a full aircraft and pilot support service, a pilot-only support service, and an aircraft only support service.  The planned charges for the monthly service and the one time equipment charge are shown in Table 20 below
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Pilot only $49.95 Pilot only $3,999

Fleet only $89.95 Fleet only $6,999

Pricing (monthly) Equipment Revenue


Table 20: Monthly Subscription Fee and One-time Equipment Charge
The equipment charge has a mark-up of 84% to 130%, and is based on an estimate of what the market will accept.

Based on this, and the sales forecast documented in Appendix D, the projected revenue stream is shown in Table 21 and Table 22 shown on the next page.  These tables also include the summary cost from Table 18 and Table 19 and provide the annual net cash flow estimate.  This annual net cash flow is also documented in Figure 67.  Figure 68 provides a cumulative net cash flow estimate.
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Figure 67: Annual Net Cash Flow
Based on the expected sales profile, the effort is forecast to begin having a positive cash flow after three years.  The estimated 25 year net present value (NPV) (at 18% cost of capital) is approximately $52.3 M.  The internal rate of return is 67% for the 25 year period.  Considering only the first ten years, the Internal Rate of Return (IRR) is 64%.  Achieving this gain will require an investment of about $5.8 million, with a payback period of about 5 years.
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Average # of high 

end customers

0 0 250 1000 2500 4500 6500 9000 11500

Average # of pilot 

only customers

0 1000 3000 4500 6000 7500 9500 11000 13000

Average # of fleet 

customers

0 0 0 250 750 1500 3000 5000 7000

Revenue $0.00 $4,298,700.00 $11,200,833.75 $17,610,455.00 $29,222,905.00 $39,673,751.25 $51,628,627.50 $64,007,260.00 $72,825,587.50

Cost $2,785,690 $6,947,081 $11,589,749 $15,900,493 $22,223,625 $28,355,114 $35,699,732 $41,742,854 $46,390,641

Profit ($2,785,690) ($2,648,381) ($388,915) $1,709,962 $6,999,280 $11,318,637 $15,928,896 $22,264,406 $26,434,946

Cum ($2,785,690) ($5,434,071) ($5,822,986) ($4,113,024) $2,886,257 $14,204,893 $30,133,789 $52,398,196 $78,833,142

Year 


Table 21: Customer Count, Revenue, Cash and Net Cash Flow (Years 1 - 9)

[image: image64.emf]10 11 12 13 14 15 16 17 18

Average # of high 

end customers

13500 15000 16500 17500 18250 19250 20000 20500 21000

Average # of pilot 

only customers

14500 15750 16500 17000 17000 17000 17000 17000 17000

Average # of fleet 

customers

9000 10500 12000 13500 14500 15000 15000 15000 15000

Revenue $72,912,647.50 $69,454,323.75 $72,094,743.75 $70,394,475.00 $65,810,176.25 $67,015,615.00 $62,974,218.75 $61,525,267.50 $62,234,962.50

Cost $45,571,018 $42,900,547 $43,348,631 $41,600,426 $38,099,194 $37,908,225 $35,433,793 $34,650,798 $34,963,263

Profit $27,341,630 $26,553,777 $28,746,113 $28,794,049 $27,710,982 $29,107,390 $27,540,426 $26,874,470 $27,271,699

Cum $106,174,772 $132,728,549 $161,474,662 $190,268,711 $217,979,693 $247,087,083 $274,627,509 $301,501,979 $328,773,678

Year


Table 22: Customer Count, Revenue, Cash and Net Cash Flow (Years 10 - 18)
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Figure 68: Cumulative Net Cash Flow

The GASS team also conducted a sensitivity analysis, looking at the impact of a reduced sales growth.  In this case, sales growth was reduced to 80% and 60% of the forecasted rate.  The results are shown in Figure 69.
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Figure 69: Impact of Sales Forecast Variance on Cash Flow

At 80%, the required investment increases to $8.4M, break-even occurs in 4 years, and the payback period is 6 years.  The 25 year IRR drops slightly to 50%, with the 10 year IRR at 44%.  At 60%, the required investment increases to $10.9M, break-even occurs in 5 years, and the payback period is 7 years.  Even with this increased time, the 25 year IRR is 38%, with the 10 year value still achieving 29%, despite the longer break-even and payback periods.

Other than the rate of sales growth, the team identified seven other factors that could affect profitability.  The influence diagram below (Figure 70) shows the relationship among them.  A tornado analysis was conducted for all these factors.  The results can be found in Figure 71.
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Figure 70: Profitability Influence Diagram

[image: image68]
Figure 71: GASS Tornado Diagram
Facility Costs and Utility Costs are the dollars per square foot for those items.  Voice Cost is the price per minute to use the air-ground link.  The price was varied from $0.10 to $0.18, which is a reasonable range for cell phone type coverage.  As can be seen in Figure 71, these do not have a significant effect on profitability.  The Routine Contact rate is how often the pilot will contact the GASS Operations Center.  It drives a communications cost.  The rate was estimated in the cost model at once every two flights.  The Tornado analysis varied it from once a flight to once every four flights.  It had a small impact on the NPV.
The four factors that were significant are SMS Costs, Price Multiple and Flying rate.  The SMS Cost is for the once-a-minute tracking message from the aircraft.  The price estimate used was varied from $0.02 to $0.07 per minute.  The Price Multiple is a factor to look at the effects of reducing the monthly subscription fee.  It ranges from 100% (no change) to 80%, which reduces  all subscription fees 20%.  It is a significant factor.  Sales Growth Rate is the same factor shown in Figure 69.  The rate of growth was varied from the forecast rate to 80% and 60% of the forecast rate.
Finally, the Flying Rate is the percentage of the customer base that is flying on any given day.  The number of customers flying drives the manpower requirement for the operations center.   The estimated rate was 10%.  The range used in the tornado diagram was from 20% (100% higher than the estimated rate) down to 8%.
Based on all of these factors, a DPL decision analysis was run.  The results are shown in Figure 72.  Under the estimated conditions, GASS has about a 3% chance of having a negative Net Present Value.
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Figure 72: Range of expected NPVs (Predicted Sales Growth Rate)
As is clear from Figure 71, the Flying Rate is the prime risk item for driving down GASS profitability.  Should GASS as currently envisioned prove popular with a large body of frequent flyers (those who regularly fly more than once a week), it will drive the demand for operations center personnel up to levels that will make GASS unprofitable.
However, the analysis also revealed two steps that could ameliorate this.  First, within five years after deployment, GASS would need to automate most of the flight planning review process.  If the system can keep the required operator review to under two minutes, it would keep the manpower demand within profitable limits.  Second, high usage rate flyers will tend to be commercial pilots.  GASS is targeted at the private pilot primarily, but it could become popular with charter services, air taxis etc, as it effectively would act as a virtual operations center for such entities.  If GASS begins to penetrate that market, it will need to create a separate rate structure to account for the increased manpower required to service that market.  This commercial rate would be set at the level required to ensure profitability.
Appendix J:  Risk Analysis

In an effort to provide insight into the GASS project, a brief risk assessment was conducted.  The purpose of this risk assessment was to determine what the GASS Team feels are high level and potentially program-killing risks.  Through the identification of these risks early in system development it is the intent of the GASS Team to:

· Bring to light the worst-case risks the program might encounter
· Through these risks identify up-front mitigation or reduction strategies.

· Inspire confidence in potential investors/partners in the capabilities of the GASS Team and the GASS system.

Risk assessment identifies risk events, determines impact(s) (including consequence and magnitude of the impact on the program), assesses the probability of occurrence, and develops a risk rating based on the intersection of the program impact-probability matrix.  This rating provides the necessary program visibility and forms the basis for risk mitigating activities. 

The results of the GASS analysis are appended at the end of this document.  In summary, 10 major risks of various types were identified, as were their impacts and mitigation strategies.  For a project with the scope of the GASS system, there are relatively few high-value risks that – even the risks with the greatest potential for disaster were shown to be in the lower bounds of criticality and can be easily mitigated or reduced with the proper actions early in the system design.  The GASS Team has already considered these mitigation strategies in the development of the system to date and intends to more fully implement them as the program evolves.  It is important to note that the purpose of this document is to describe the process and results of this GASS risk assessment, but the information and basic processes contained within will eventually be incorporated into a GASS Risk Management Plan (RMP).

Risk Assessment: Identification

Risk identification is the first step in the GASS program risk assessment process.  This step involves evaluating the entire GASS program to determine those events that would prevent achievement of program objectives, then evaluating the identified events (risks) using risk indicators and other related techniques.  All identified risks are documented with a statement of the risk and a description of the conditions or situations causing concern.

Example Risk Indicators:

· Insufficient resources: People, funds, scheduling, and tools are necessary ingredients for successfully implementing a process.  If any of these components are inadequate (including the qualifications of people or the availability of funding), there may be risk.

· Lack of stability, clarity, or understanding of requirements: Requirements drive the design of the system.  Changing or poorly stated requirements are a strong factor in the introduction of performance, cost, and schedule problems.

· Test failure: Test failure may indicate that corrective action is necessary.  Some corrective actions may not fit available resources or the schedule, or for other reasons may contain risk.

· Qualified supplier availability: A supplier not experienced with the processes for designing and producing a specific product is not a qualified supplier and is a source of risk.

· New products, processes, or design: New products, processes, or design should always be suspect by virtue of not being proven and no history or experience.

· Negative trends or forecasts: Negative trends or forecasts are cause for concern (risk) and may require specific turn-around actions.

· Any process lacking rigor: Any process that lacks rigor should also be suspect and is inherently risky.  To meet the rigor criterion, a process should be mature and documented, it should have been validated, and it should be strictly followed.

· Failure to use best practices: Failure to use best practices is a strong indicator that the program will experience some risk.  The further the deviation, the higher the risk.
· World events: World events may have bearing on defined operational requirements and/or technical approaches.
· Litigation: Litigation from injured parties in air tragedies while using GASS can have both political ramifications (decertification with the FAA) as well as extensive schedule and cost impacts from legal proceedings regardless of whether or not the tragedy was avoidable with the proper use of the GASS system.  Any factors resulting in the potential for litigation is a risk.
Risk Assessment: Analysis

Risk analysis is an evaluation of the identified risk events to determine possible outcomes, the probability of risk events occurring, and the consequences of the outcomes.  This step involves the use of risk analysis processes and techniques to research the overall impact of a risk with respect to cost, schedule, and performance, and the likelihood that the risk event and impact will occur.  Research results are then used as a basis for rating the risk.

The GASS risk assessment analysis process included the following:

· Evaluation of the Work Breakdown Structure (WBS) elements using the risk areas to determine risk events

· Assignment of probability to each risk event

· Identification of consequences associated with each risk

· Identification of risk time sensitivity level

· Establishment of risk rating (see next section)

· Prioritization of each risk event relative to other risks.

The process involves the use of risk evaluation tools, some of which are indicated below (the following list is not all-inclusive):

· Expert opinion: The knowledge, experience, and expertise of Subject Matter Experts and Integrated Process Team (IPT) members in identifying risk items, impacts, and alternatives, are a predominant method of risk assessment.  This method of evaluation is also known as the Delphi method.

· Quality standards: Quality standards (e.g., ISO9000, ANSI/ASQC Q 9000, etc.) describe processes for developing and producing quality products.  Comparison of GASS program processes with these quality standards can highlight areas for risk assessment analysis.

· Requirements documents: Requirements documents describe the output of people’s efforts.  IPT efforts need to be monitored continuously to ensure that requirements are met on time and within budget.  When they are not, there is potential for risk.

· Lessons learned: Lessons learned from similar processes can serve as a baseline for the successful way to achieve requirements.  If there is departure from successful past experience, there may be risk. The GASS Team maintains lessons learned information from various historical sources.

· Critical program attributes: Critical program attributes are metrics developed to show progress toward meeting program objectives.  Team members, IPTs, functional managers, contractors, and other entities may develop their own metrics to support such measurements.  The measured attributes may be specification requirements, contract requirements, or measurable parameters from any agreement or tasking.  The object is to provide a means of measurement to determine whether the program is on track, and to achieve the program’s objectives.

Risk Assessment: Rating

A given risk event is rated against the program’s criteria, with an overall assigned assessment of high (red), medium (yellow), or low (green).  These criteria can be seen in Table 23.
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Little or no potential for increase in cost, disruption of schedule, or 

degradation of performance.  Impact is minimal, and actions within 

the scope of the planned program and normal management 

attention should result in controlling the risk.  Minimum oversight is 

needed to ensure that the risk remains low.
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degradation of performance.  Special action and management 

attention may be required to control the risk.  Some disruption may 
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Major disruption is likely, and a different approach and priority 

management attention are required.

Program Impact/Description


Table 23: GASS Risk Criteria
There are three categories within the GASS that must be evaluated when determining risk: cost, schedule, and technical performance.  At least one of these categories must apply for a risk to exist.  The three categories as they relate to risk are explained below:

· Cost: Risks to program-level costs

· Schedule: Risk to dates, critical path, and key milestones

· Technical Performance:  Risk to the meeting of CASS system performance requirements

Within these three areas, a rating of the risk level is determined by the intersection of two items: the probability that a particular risk event will occur, and the consequence(s) if the event should it occur.  The metrics for the probability of an event occurring are shown in Table 24 with a generic ranking of A – E where A and E denote the lowest and highest probabilities of occurrence respectively.

[image: image71.emf]Level

A

B

C

D

E

Remote - 10 %

Unlikely - 30 %

Likely - 50 %

Highly Likely - 70 %

Near Certainty - 90 %

Probability of Occurrence Scale

Description


Table 24: GASS Probability of Occurrence Scale
Similarly, a ranking of 1-5 is used to indicate the potential severity of the consequences if an event occurs.  The definition of this consequence scale is shown in Table 25.
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Table 25: GASS Consequence Scale
After determining the level of probability (A through E) and the level of impact (l through 5), a risk rating is determined.  To provide a consistent and standardized risk assessment, risk ratings are determined through the Risk Assessment Matrix (shown in Figure 73) using the intersection of impact and probability of occurrence.  Note that the probability of occurrence and the impact are not always (or even usually) considered to be equal.  For example, a risk may have a high impact, but the probability of occurrence may be considered low.  For reference, the numbers indicated in the Risk Assessment Matrix are the assigned numbers of the 10 risks evaluated in the next section below.
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Figure 73: GASS Risk Assessment Matrix
Risk Results

The formal Risk Identification Matrix was used in to document and evaluate the ten risks derived in this project.  The full results can be seen in the Identified Risks section below.  However, as shown in Figure 73, only 40% of the top level risks identified are considered of high priority.  Of these four major risks, three of them are effectively the results of failures to maintain communication with three of the major stakeholders and input providers identified previously by the GASS Team: the Federal Aviation Administration, the National Weather Service, and the system investors/partners.  Like several other risks identified, and in what appears to be a theme in the entire GASS project, the key to the mitigation of these risks is to ensure there is constant communication and input between the GASS Team and all of its stakeholders.  The remainder of the 10 risks deals with the potential mayhem that can be wrought by the inability to fully evaluate or consider the technical solutions developed for the GASS system.  Naturally, the associated risk mitigation strategies incorporate more stringent technical requirements for component design, development, and testing.

Based on these results, it is important to note there were no catastrophic risks identified that could not be mitigated.  This fact impresses upon the team the feasibility of the GASS project.

Identified Risks

	Element
	Description

	Risk Identification Number
	0001

	Risk Event Name or Title
	Loss of Contact

	Date Submitted
	11/9/2008

	Owner
	J. Glaeser

	WBS Element, Component, etc.
	3.8 Data Transfer & Communications

	Category
	Technical, Performance, Cost

	Description of risk event
	A loss of communications with an aircraft in flight results in a false alarm or system failure; extensive redesign and implementation required to rectify the issue

	Probability of occurrence
	A.  [___] Remote(10%        D. [___] Highly Likely(70%

B.  [_X_] Unlikely(30%        E. [___] Near Certainty(90%

C.  [___] Likely(50%     

Comments:  

	Consequence

(Impact)
	1. [___] Minimal or No Impact     4. [___] Major Impact

2. [___] Some Impact                   5. [_X_] Unacceptable

3. [___] Medium Impact

Comments:  

	Other Affected Areas
	All

	Risk Handling Plans (Mitigation Approaches)
	· Include loss of communications in scenario evaluations.

· Consider loss of communications in requirements and specification development.

· Test for communications failures during system evaluation

	Time Sensitivity
	Project initiation

	Status
	In progress

	Status Date
	11/9/2008
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Table 26: Risk 001 Loss of Contact
	Element
	Description

	Risk Identification Number
	0002

	Risk Event Name or Title
	Incompatibility with Existing Manufacturer-Installed Sensor Suite

	Date Submitted
	11/9/2008

	Owner
	J. Glaeser

	WBS Element, Component, etc.
	3.6 Aircraft Hull/Systems Analysis

	Category
	Technical, Performance, Cost

	Description of risk event
	Manufacturer-installed sensor suite is incompatible with GASS equipment; significant cost and schedule deviations required to identify and integrate existing sensor suite into GASS hardware & software schema.

	Probability of occurrence
	A.  [_X_] Remote(10%        D. [___] Highly Likely(70%

B.  [___] Unlikely(30%        E. [___] Near Certainty(90%

C.  [___] Likely(50%     

Comments:  

	Consequence

(Impact)
	1. [___] Minimal or No Impact     4. [_X_] Major Impact

2. [___] Some Impact                   5. [___] Unacceptable

3. [___] Medium Impact

Comments:  

	Other Affected Areas
	3.2 External Interfaces, 2.2 Requirements, 4.1 Integration

	Risk Handling Plans (Mitigation Approaches)
	· Consult manufacturers to identify current sensors and sensing capabilities during initial design phase

· Create database of all relevant sensors used by potential manufacturer partners/customers

· Maintain liaison with manufacturers to promote update/refresh of sensor database

	Time Sensitivity
	Project initiation

	Status
	In progress

	Status Date
	11/9/2008
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Table 27: Risk 002 Incompatibility with Existing Manufacturer-Installed Sensor Suite
	Element
	Description

	Risk Identification Number
	0003

	Risk Event Name or Title
	FAA NOTAMs & TFR Procurement

	Date Submitted
	11/9/2008

	Owner
	J. Glaeser

	WBS Element, Component, etc.
	3.1 Flight Planning

	Category
	Technical, Performance, Cost, Schedule

	Description of risk event
	Lack of FAA involvement prevents digital access of Temporary Flight Restrictions (TFRs) or Notices to Airmen (NOTAMs) resulting in the inability to easily access critical data; functionality is either significantly reduced or extensive cost and schedule impacts incited through negotiations.

	Probability of occurrence
	A.  [___] Remote(10%        D. [___] Highly Likely(70%

B.  [___] Unlikely(30%        E. [___] Near Certainty(90%

C.  [_X_] Likely(50%     

Comments:  

	Consequence

(Impact)
	1. [___] Minimal or No Impact     4. [___] Major Impact

2. [___] Some Impact                   5. [_X_] Unacceptable

3. [___] Medium Impact

Comments:  

	Other Affected Areas
	3.5 Situational Monitoring, 2.2 Requirements, 4.1 Integration

	Risk Handling Plans (Mitigation Approaches)
	· Notify FAA of system intentions at project initiation

· Maintain FAA input throughout development process

· Consider implementation of alternative means to input TFRs and NOTAMs as a backup

	Time Sensitivity
	Project initiation

	Status
	In progress

	Status Date
	11/9/2008
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Table 28: Risk 003 FAA NOTAMs & TFR Procurement
	Element
	Description

	Risk Identification Number
	0004

	Risk Event Name or Title
	NWS Weather Data Procurement

	Date Submitted
	11/9/2008

	Owner
	J. Glaeser

	WBS Element, Component, etc.
	3.1 Flight Planning

	Category
	Technical, Performance, Cost, Schedule

	Description of risk event
	Lack of NWS involvement prevents digital access of weather data resulting in the inability to easily access critical data; functionality is either significantly reduced or extensive cost and schedule impacts incited through negotiations.

	Probability of occurrence
	A.  [___] Remote(10%        D. [___] Highly Likely(70%

B.  [___] Unlikely(30%        E. [___] Near Certainty(90%

C.  [_X_] Likely(50%     

Comments:  

	Consequence

(Impact)
	1. [___] Minimal or No Impact     4. [___] Major Impact

2. [___] Some Impact                   5. [_X_] Unacceptable

3. [___] Medium Impact

Comments:  

	Other Affected Areas
	3.5 Situational Monitoring, 2.2 Requirements, 4.1 Integration

	Risk Handling Plans (Mitigation Approaches)
	· Notify NWS of system intentions at project initiation

· Maintain NWS input throughout development process

· Consider implementation of alternative means to input weather data as a backup, such as the use of a third party

	Time Sensitivity
	Project initiation

	Status
	In progress

	Status Date
	11/9/2008
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Table 29: Risk 004 NWS Weather Data Procurement
	Element
	Description

	Risk Identification Number
	0005

	Risk Event Name or Title
	Physiological Sensor Suite Robustness

	Date Submitted
	11/9/2008

	Owner
	J. Glaeser

	WBS Element, Component, etc.
	3.7 Physiological Monitoring and Assessment

	Category
	Technical, Performance, Cost

	Description of risk event
	A lack of physiological sensor robustness in real world use causes sensor failure from repetitive loading; some redesign and procurement of a hardened sensor suite results in some excess cost

	Probability of occurrence
	A.  [___] Remote(10%        D. [___] Highly Likely(70%

B.  [_X_] Unlikely(30%        E. [___] Near Certainty(90%

C.  [___] Likely(50%     

Comments:  

	Consequence

(Impact)
	1. [___] Minimal or No Impact     4. [___] Major Impact

2. [_X_] Some Impact                   5. [___] Unacceptable

3. [___] Medium Impact

Comments:  

	Other Affected Areas
	2.2 Requirements, 2.3 Specifications, 4.2 Verification, 4.3 Validation

	Risk Handling Plans (Mitigation Approaches)
	· Identify potential stress/loading conditions of sensor suite during preliminary design

· Subject physiological sensors to robustness-testing

	Time Sensitivity
	Project initiation

	Status
	In progress

	Status Date
	11/9/2008
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Table 30: Risk 005 Physiological Sensor Suite Robustness
	Element
	Description

	Risk Identification Number
	0006

	Risk Event Name or Title
	Physiological Distress Sensitivity

	Date Submitted
	11/9/2008

	Owner
	J. Glaeser

	WBS Element, Component, etc.
	3.7 Physiological Monitoring and Assessment

	Category
	Technical, Performance, Cost

	Description of risk event
	The physiological sensor suite and software configuration have difficulty distinguishing between typical pilot/passenger movement and physiological distress resulting in unacceptable performance standards and significant incurred costs and schedule delays from troubleshooting and redesign.

	Probability of occurrence
	A.  [___] Remote(10%        D. [___] Highly Likely(70%

B.  [___] Unlikely(30%        E. [___] Near Certainty(90%

C.  [_X_] Likely(50%     

Comments:  

	Consequence

(Impact)
	1. [___] Minimal or No Impact     4. [___] Major Impact

2. [___] Some Impact                   5. [_X_] Unacceptable

3. [___] Medium Impact

Comments:  

	Other Affected Areas
	2.2 Requirements, 2.3 Specifications, 4.2 Verification, 4.3 Validation

	Risk Handling Plans (Mitigation Approaches)
	· Identify potential stress/loading conditions indicative of normal human movement

· Consult medical experts for typical limits of human actions/reactions when in physiological stress

· Obtain medical expert opinion at project initiation

· Integrate medical criteria in system requirements and specifications

· Conduct testing of physiological components to determine ability to distinguish stress

	Time Sensitivity
	Project initiation

	Status
	In progress

	Status Date
	11/9/2008
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Table 31: Risk 006 Physiological Distress Sensitivity
	Element
	Description

	Risk Identification Number
	0007

	Risk Event Name or Title
	Incompatibility with Manufacturer-Installed Display Unit

	Date Submitted
	11/9/2008

	Owner
	J. Glaeser

	WBS Element, Component, etc.
	3.2 External Interfaces

	Category
	Technical, Performance, Cost, Schedule

	Description of risk event
	The GASS system is not compatible with the manufacturer installed display unit and is therefore unable to display the desired alerts, notices, etc; key requirement to display flight plan and other notices is not met and significant effort is required to revise the system design to accommodate display requirements.

	Probability of occurrence
	A.  [___] Remote(10%        D. [___] Highly Likely(70%

B.  [_X_] Unlikely(30%        E. [___] Near Certainty(90%

C.  [___] Likely(50%     

Comments:  

	Consequence

(Impact)
	1. [___] Minimal or No Impact     4. [___] Major Impact

2. [___] Some Impact                   5. [_X_] Unacceptable

3. [___] Medium Impact

Comments:  

	Other Affected Areas
	3.5 Situational Monitoring, 3.6 Aircraft Hull/Systems Analysis, 2.2 Requirements, 4.1 Integration

	Risk Handling Plans (Mitigation Approaches)
	· Consult manufacturers to identify current display technologies during initial design phase

· Create database of all relevant display technologies used by potential manufacturer partners/customers

· Maintain liaison with manufacturers to promote update/refresh of display database

· Conduct testing to ensure display compatibilities

	Time Sensitivity
	Project initiation

	Status
	In progress

	Status Date
	11/9/2008
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Table 32: Risk 007 Incompatibility with Manufacturer-Installed Display Unit
	Element
	Description

	Risk Identification Number
	0008

	Risk Event Name or Title
	Investor Funding Reductions

	Date Submitted
	11/9/2008

	Owner
	J. Glaeser

	WBS Element, Component, etc.
	All

	Category
	Performance, Cost

	Description of risk event
	The turbulent economy forces investors to reduce funding for the GASS system resulting in significant project cost reductions.

	Probability of occurrence
	A.  [___] Remote(10%        D. [___] Highly Likely(70%

B.  [_X_] Unlikely(30%        E. [___] Near Certainty(90%

C.  [___] Likely(50%     

Comments:  

	Consequence

(Impact)
	1. [___] Minimal or No Impact     4. [_X_] Major Impact

2. [___] Some Impact                   5. [___] Unacceptable

3. [___] Medium Impact

Comments:  

	Other Affected Areas
	All

	Risk Handling Plans (Mitigation Approaches)
	· Maintain investor and manufacturer interest in GASS through routine updates of program status and market analysis

· Evaluate and rank desired functionality early in GASS development

· Stay on schedule and on budget

· Ensure GASS functionality is modular thus allowing for rapid trade-off analysis and action

· Maintain database of potential architecture solutions to assist in enabling trade-off analyses

	Time Sensitivity
	Project initiation

	Status
	In progress

	Status Date
	11/9/2008
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Table 33: Risk 008 Investor Funding Reductions
	Element
	Description

	Risk Identification Number
	0009

	Risk Event Name or Title
	FAA Approval

	Date Submitted
	11/9/2008

	Owner
	J. Glaeser

	WBS Element, Component, etc.
	All

	Category
	Technical, Performance, Cost, Schedule

	Description of risk event
	GASS additions do not meet FAA approval resulting in a system that cannot be fielded; unacceptable cost and schedule delays incurred for system redesign to FAA approval if funding is still made available.

	Probability of occurrence
	A.  [___] Remote(10%        D. [___] Highly Likely(70%

B.  [___] Unlikely(30%        E. [___] Near Certainty(90%

C.  [_X_] Likely(50%     

Comments:  

	Consequence

(Impact)
	1. [___] Minimal or No Impact     4. [___] Major Impact

2. [___] Some Impact                   5. [_X_] Unacceptable

3. [___] Medium Impact

Comments:  

	Other Affected Areas
	All

	Risk Handling Plans (Mitigation Approaches)
	· Notify FAA of system intentions at project initiation

· Maintain FAA input throughout development process

· Promote frequent review of GASS system developments against FAA regulations

	Time Sensitivity
	Project initiation

	Status
	In progress

	Status Date
	11/9/2008
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Table 34: Risk 009 FAA Approval
	Element
	Description

	Risk Identification Number
	0010

	Risk Event Name or Title
	Electromagnetic Interference

	Date Submitted
	11/9/2008

	Owner
	J. Glaeser

	WBS Element, Component, etc.
	All

	Category
	Technical, Performance, Cost, Schedule

	Description of risk event
	Electromagnetic interference (EMI) from GASS additions prevent normal operation of original aircraft electronics or GASS itself resulting in a system that cannot be fielded; unacceptable cost and schedule delays incurred for system redesign to ensure EMI is prevented.

	Probability of occurrence
	A.  [_X_] Remote(10%        D. [___] Highly Likely(70%

B.  [___] Unlikely(30%        E. [___] Near Certainty(90%

C.  [___] Likely(50%     

Comments:  

	Consequence

(Impact)
	1. [___] Minimal or No Impact     4. [___] Major Impact

2. [___] Some Impact                   5. [_X_] Unacceptable

3. [___] Medium Impact

Comments:  

	Other Affected Areas
	All

	Risk Handling Plans (Mitigation Approaches)
	· Enact requirements for EMI shielding

· Test components for EMI

	Time Sensitivity
	Project initiation

	Status
	In progress

	Status Date
	11/9/2008
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Table 35: Risk 010 Electromagnetic Interference
Appendix K: Systems Performance Parameters Matrix (SV-7)
This appendix identifies the specific system performance parameters for GASS via the Systems Performance Parameters Matrix (SV-7) DODAF deliverable.
[image: image84.emf]GASS Aircraft Level  HW Components 

Description Threshold Objective

Maintainability

This performance parameter indicates the level of 

maintainability for the hardware components of 

the GASS System.  Maintainability will be 

measured by the average time elapsed from the 

moment of diagnosis for a particular error or 

deficiency to the moment of rectifying that 

problem.

6 hours 10 minutes

Availability

Availability refers to the GASS HW Component up-

time (or lack of downtime).  This will be a 

percentage measure related to overall time that 

the system is performing.

96.50% 98%

System Installation Time

Time elapsed from request for GASS System to 

actual on-board implementation

48 hours 24 hours

System Initialization Time

Time to initialize hardware on startup of aircraft

2 minutes 1 minute

Mean Time Between Failures 

(Reliability)

Mean Time Between Failures (MTBF) will refer to 

the mean time between GASS Hardware failures 

(amount of time system was operating between 

failures).  Since hardware will not constantly be on 

or utilized on the aircraft, the mean time will refer 

to the time of actual use before average failure 

occurs.

1 million hours 1.2 million hours

Data Storage

Refers to the data which is stored on the aircraft 

itself.

1.4 GB 1.4 GB

Air Ground Link Rate

Air Ground Link Rate is the rate at which the data 

communicates from the aircraft to the ground

52 kbs 64 kbs

Alert Condition Recognition

Time from aircraft alert condition to the time 

needed for the hardware to recognize that 

condition.

90 seconds 60 seconds


Table 36: Systems Performance Parameters Matrix (SV-7) - Aircraft Hardware
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Description Baseline Optimistic

Maintainability

This performance parameter indicates the level of 

maintainability for the software components of the 

GASS System.  Maintainability will be measured 

by the average time elapsed from the moment of 

diagnosis for a particular error or deficiency to the 

time required for a coding fix to be implemented.

2 weeks 1 week

Availability

Availability refers to the GASS SW Component up-

time (or lack of downtime).  This will be a 

percentage measure related to overall time that 

the system is performing (not frozen or not 

working)

98.50% 99%

System Installation Time

Time elapsed from implementation of GASS 

Hardware components to GASS software 

installation

3 hours 2 hours

System Initialization Time

Time to software initialize on startup of aircraft

2 minutes 1 minute

Program Restart Time

This performance parameter only applies at the 

software application level and will determine the 

time needed to restart GASS Software Application 

hosted on the aircraft.  This particular parameter 

is relevant for GASS Systems that may be 

experiencing latency issues due to dormancy (an 

implemented GASS System that hasnt been used 

for a while).  Metric is time from restart initiation to 

full restart.

10 minutes 5 minutes

Mean Time Between Failures

Mean Time Between Failures (MTBF) will refer to 

the mean time between GASS Software failures 

(amount of time system was operating between 

failures).  Since software will not constantly be on 

or utilized on the aircraft, the mean time will refer 

to the time of actual use before average failure 

occurs.  A failure here will refer to a software 

outage/crash/lack of operability.

800,000 hours 1 million hours


Table 37: Systems Performance Parameters Matrix (SV-7) - Aircraft Software
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Description Baseline Optimistic

Maintainability

This performance parameter indicates the level of 

maintainability for the hardware components of 

the GASS System.  Maintainability will be 

measured by the average time elapsed from the 

moment of diagnosis for a particular error or 

deficiency to the moment of rectifying that 

problem.

30 minutes 15 minutes

Availability

Availability refers to the GASS HW Component up-

time (or lack of downtime).  This will be a 

percentage measure related to overall time that 

the system is performing.

98.50% 99%

Mean Time Between Failures

Mean Time Between Failures (MTBF) will refer to 

the mean time between GASS Hardware failures 

(amount of time system was operating between 

failures).  Hardware will be constantly utilized at 

the ground level since the ground center will have 

to provide 24 x 7 support.  Therefore, this number 

will be the average number of hours before a 

failure.

1 million hours 1.2 million hours

Data Storage (offline)

Refers to the data which is stored on the ground 

offline (includes archiving)

30 TB 30 TB

Data Storage (online)

Refers to the data which is stored on the ground 

online (immediate data storage upon data 

transmission from aircraft, no archiving)

8 TB 8 TB

Ground Response to an Alert 

Condition

Time elapsed from alert identification by hardware 

to grounds response

20 seconds 10 seconds


Table 38: Systems Performance Parameters Matrix (SV-7) - Ground Hardware
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Description Baseline Optimistic

Maintainability

This performance parameter indicates the level of 

maintainability for the software components of the 

GASS System.  Maintainability will be measured 

by the average time elapsed from the moment of 

diagnosis for a particular error or deficiency to the 

time required for a coding fix to be implemented.

2 weeks 1 week

Availability

Availability refers to the GASS SW Component up-

time (or lack of downtime).  This will be a 

percentage measure related to overall time that 

the system is performing.

98.50% 99%

Program Restart Time

This performance parameter only applies at the 

software application level and will determine the 

time needed to restart GASS Software Application 

hosted on the aircraft.  This particular parameter 

is relevant for GASS Systems that may be 

experiencing latency issues due to dormancy (an 

implemented GASS System that hasnt been used 

for a while).  Metric is time from restart initiation to 

full restart.

3 hours 2 hours

Mean Time Between Failures

Mean Time Between Failures (MTBF) will refer to 

the mean time between GASS Software failures 

(amount of time system was operating between 

failures).  Software will be constantly utilized at 

the ground level since the ground center will have 

to provide 24 x 7 support.  Therefore, this number 

will be the average number of hours before a 

failure.

800,000 hours 1 million hours


Table 39: Systems Performance Parameters Matrix (SV-7) - Ground Software
Appendix L: Project Implementation
This appendix describes the overall management process that will be implemented to develop and operate the GASS capability.  The structure described below represents the ultimate structure the company plans to grow to.  It does not represent the size of the company at start-up.  The number of people required by year is given at the end of this appendix.
ORGANIZATIONAL STRUCTURE

Although GASS is currently a startup company, it is envisioned that its growth will rapidly expand as new markets are opened and expanded by its success.  Whereas initial manning will be relatively small and subcontracting efforts may be required, a matrix organization will still be employed.  A matrix organization will provide the nimbleness and cross-communication between disciplines and projects required to ensure the successful development of GASS.  By adopting the trappings of a matrix organization early, it is the hope of the GASS team to limit the “growing pains” associated with new organizations and help promote our desired expansion into the premier provider of aviation support services.  The GASS organizational structure can be seen in Figure 74.
Rationale
The GASS has many aspects and a matrix organizational structure will allow us to divide these aspects into projects. For instance, in the GASS organizational structure there is one main project and various small subset projects, called modules.  The main project embodies the design and development of GASS as a whole and is managed by the project manager, who reports to the Operations Manager. The subset projects or modules focus on handling the functionality of the system such as external interfaces, data management, records maintenance and analysis, and data transfer and communications. Other modules include the development of situational monitoring and analysis, aircraft hull/systems monitoring and analysis, and physiological monitoring and analysis.  It is important to note that these modules are comprised of both hardware and software elements.  These modules are managed by project leads who report to the project manager. Lastly, the Project Support Office, which is in charge of maintaining the administration processes for the project in its entirety is located at the bottom of the GASS organizational structure. This office reports to the project manager.

Additionally, the GASS matrix organizational structure will allow each employee to be supervised by two bosses, a project manager and a functional manager.  Having two managers is essential as the potential scope of work and breadth of knowledge to be maintained and applied will be more effective as responsibilities will be distributed. As mentioned in the previous paragraph, the project manager will be responsible for providing project guidance and direction to employees and making sure all project tasks are being fulfilled. The functional manager will be responsible for making sure the worker is assigned to a project most of the time (with little or no down time) and is performing well on projects.

The GASS corporate structure can be seen in Figure 75.  In the GASS corporate structure, the development of the system is effectively broken up into two primary sections – the ground-based developments (e.g. the operations center) and the air-based developments (aircraft systems). The engineers who are tasked to assignments in the development of GASS all report to the Engineering Manager as indicated in the organizational structure.  These engineers include: Systems Engineer, Software Engineer, Electrical Engineer, Aerospace Engineer, and Computer Engineer.  Others that report to the Engineering Manager include: Computer Scientists, Production and Testing, Quality and Assurance, and Integrated Logistics and Support personnel.
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Figure 74: GASS Organizational Structure
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Figure 75: GASS Corporate Structure

Company Positions

The various company positions foreseen to be a part of the GASS organization are identified below.

Senior Management Positions

Board of Directors

Reports To: Shareholders

The responsibilities of this role include: 
· Selecting, evaluating, and replacing senior management
· Approving major debt financings for the company
· Review financial reports and financial projections
· Oversee resource allocation
· Other duties as required by law
President/CEO

Reports To: Board of Directors

The responsibilities of this role include: 
· Handling all affairs of the company, this will include recruiting and training sales personnel.
· Developing budgets, strategic plans, and developing and implementing sales and marketing programs.  
· Overseeing all production activities.
· Overseeing all activities of departments in company.
Chief Financial Officer

Reports To: Board of Directors

The responsibilities of this role include:

· Assist the President/CEO in the development and management of the company budgets
· Oversee all accounting activities of Accountants/Bookkeepers, such as the preparation of financial statements/reports, cash flow projections and forecasts, special analyses and informational reports
· Facilitates regular meetings with the Board of Directors
· Develop, recommend and implement internal financial controls and policies to ensure the company’s assets are protected.
· In charge of strategic planning and forecasting (profit and loss, etc.)
Marketing and Sales 

Manager of Marketing/Sales/New Business 

Reports To: President/CEO
The responsibilities of this role include: 

· Assist in creating, maintaining and revising marketing budget.
· Estimate the demand for products and services offered by the company and its competitors 
· Develop pricing strategies to help maximize profits and market share
· Develops and recommends new business ideas

· Handles and approves new business initiatives

· Oversees all managerial activities pertaining to new business

· Interfaces and promotes new partners within the aerospace community
Marketing Associate
Reports To: Manager of Marketing/Sales
The responsibilities of this role include: 

· Developing and testing new marketing materials
· Develop and implement plans and programs to promote sales objectives.
· Coordinate/Create/Implement various marketing communications including advertising, and website maintenance. 
· Collects and analyzes data to evaluate existing and potential product and service markets

· Research market conditions or changes in the industry that may affect sales

· Identify and monitor competitors
· Handle new product launch responsibilities 
· Introduce products into markets that the company has not tapped into and work with leaders of those new markets to create market-specific sales tools and collateral.
· Manage product’s lifecycle.
· Act as product expert and support for technical questions, problems, and/or performance issues.
Operations
Operations Manager

Reports To: President/CEO

The responsibilities of this role include: 

· Responsible for the overall direction, coordination and evaluation of operations centers.
· Ensure all applicable laws and regulations are followed
· Support technical operations, including computer support
· Create operational procedures for system execution
· Interface with Engineering department
Operations Center Analysts (8)
Reports To: Operations Manager

The responsibilities of this role include:

· Using System tools:

1. Understand customer planning needs

2. Prepare/review/document/distribute flight plans

3. Support in-flight needs with real-time condition monitoring

4. Provide emergency support

5. Support post-flight needs

Technical Support

Reports to:  Operations Manager

The responsibilities of this role include: 

· Support technical operations, including computer support
· Provide maintenance support 
· Execute system upgrades 

Engineering
Engineering Manager

Reports To: President/CEO
The responsibilities of this role include: 

· Plan, organize, direct, control and evaluate the activities of an engineering department
· Recruit personnel and oversee development and maintenance of staff competence in required areas
· Develop and implement policies, standards and procedures for the engineering and technical work performed by the department
Software Engineer

Reports To: Engineering Manager
The responsibilities of this role include: 
· Design, develop, and maintain complex system software for projects. 
· Work within a software development team using Object-Oriented Modeling and Design and rapid application development (RAD) tools.
· Create test plans and procedures for software projects.
· Ability to document task specifications, design concepts and implementation/test details.
Aerospace Engineer
Reports To: Engineering Manager
The responsibilities of this role include: 

· Responsible for the analysis, design, manufacturing, maintenance, and coordination of mechanical, electrical, pneumatic, and control systems in an aviation context.
· Responsible for the integration of controls and sensors with mechanical systems

Systems Engineer

Reports To: Engineering Manager
The responsibilities of this role include: 
· Focuses on defining customer needs and required functionality early in the development cycle of systems
· Handles design and system validation   
· Tests and evaluates systems to eliminate problems and make improvements.
Computer Engineer

Reports To: Engineering Manager
The responsibilities of this role include: 

· Responsible for understanding all aspects of computing from the design of individual microprocessors, personal computers, supercomputers, and circuits.
· Design and develop operating systems.

· Write embedded software for real-time microcontrollers

· Work with analog sensors and design mixed signal circuit boards
Computer Scientist

Reports To: Engineering Manager
The responsibilities of this role include: 

· Proficiency in Java, C++, JSP, JavaMail, JavaSwing, HTML, and My SQL

· Write high level programs in Java and C++ for software projects
· Applies computer science principles and concepts in the planning, coordinating, and executing projects

· Solves a wide-range of research problems in creative and effective ways. Selects computer science methods and techniques for obtaining solutions.
Electrical Engineer

Reports To: Engineering Manager
The responsibilities of this role include: 

· Design and development electrical components of systems and products
· Works with items like circuits, transformers, wiring, and electrical parts to meet project specifications and project deadlines
· Build prototypes and produce drawings of electrical systems for projects
Integrated Logistics, Production and Support 

Industrial Engineer

Reports To: Engineering Manager
The responsibilities of this role include: 

· Analyzes and evaluates methods of production and point out ways to improve them

· Makes decisions on how the company should allocate its tangible resources (equipment and labor)

· Must understand manufacturing and production processes of the company
· Logistics related activities for inbound/outbound transportation, warehousing, and inventory control
· Review/make recommendations on acquisition logistics methods
· Responsible for sizing & managing all finished goods
Procurement Specialist
Reports To: Engineering Manager
The responsibilities of this role include:

· Provides timely and accurate execution of requisitions from purchase order through approval and fulfillment

· Resolve all problem requisitions, invoices and paperwork that need clarification

· Selects suppliers from existing preferred supply base and contracts.

· Measure and report production output 
· Oversee purchasing plan for production materials 
Quality Assurance and Risk Management
Quality Engineer/Risk Management
Reports To: Engineering Manager
The responsibilities of this role include: 
· Perform technical reviews and/or develop key documents including quality and reliability plans and testing.

· Develop inspection criteria for products. 

· Perform and/or coordinate quality improvement inspections, planning, and evaluation processes.

· Identify and evaluate project risks
· Formulate procedures to reduce and prevent risks
· Document Risk Outcomes
Project Support Office
Administration

Reports To: Project Manager

The responsibilities of this role include:

· Provides operational support to project managers and project leads to help them achieve the goals of each project.

· Assists with project guidelines and standards.

· Provide the framework to assist project managers and project leads in ensuring projects are completed on time, on budget and to specified scope.
· Gather and produce information needed by stakeholders

· Distribute information to stakeholders
Corporate Staff
Human Resource Manager

Reports To: President/CEO
The responsibilities of this role include:

· The development and execution of HR strategies to advance business objectives, implement and continuously improve human resources processes 

· Conduct skills testing, office interviews, reference checks and background investigations
· Present job opportunities to qualified candidates and negotiate contract terms
· Responsible for screening candidates to ensure their qualifications meet open positions
· Establish, implement and conduct training procedures to employees on all levels

· Provide measurements of performance including labor turnover, retention and stability, attitude surveys and meeting the agreed upon goals in the HR plan for a given year

HR Assistant/Receptionist
Reports To: Human Resources Manager
The responsibilities of this role include: 

· Must be able to skillfully prepare statistical and written reports as well as presentations for management.
· Using photocopiers, fax machines, typewriters and personal computers
· Creating spreadsheets, composing email, answering telephones, managing databases, and maintaining paper and electronic files
· Creating documents, handling scheduling and travel arrangements
Accountant/Bookkeeper

Reports To: Chief Financial Officer
The responsibilities of this role include:

· Handles all financial reporting responsibilities including monthly closing entries and financial statement preparation.
· Perform Cash flow projections and analyses
· Perform account analysis and reconciliation.
· Handles income tax planning, income tax research, and the review and preparation of company income tax returns
· Works closely with auditors during company audits
Payroll Manager

Reports To: Chief Financial Officer
The responsibilities of this role include:

· Manages the processing of payroll data and ensures employees are compensated on-time
· Ensures that computing, withholding, or deductions associated with net pay is done properly
· Organizes and reviews forms associated with federal, state, and local authorities, such as W-2s
· Ensures payroll records are updated and reports on matters of interest
Technical Writer

Reports To: Project Manager

The responsibilities of this role include:

· Performs technical writing tasks on all documentation. 

· Handles the design and editing of software documentation, including User Guides, System Administrator Guides, and Installation Guides.

· Works to ensure consistency, completeness, accuracy, and conformance to style guidelines; and developing online Help and user assistance materials.

Manning Ramp-up by Year
The above organization and manning discussion is for the full-up steady state size of the company.  The GASS team recognizes that the company will not start at this size.  The team developed a by-year manning profile (which is also used in Appendix I: Cash Flow Analysis).  To develop this profile, the GASS team grouped the above positions into one of eight categories

· Senior Management:  President/CEO, Chief Financial Officer, Manager of Marketing/Sales/New Business, Operations Manager, Engineering Manager, Human Resource Manager.  
· Marketing and Sales: Sales / Marketing Associates 
· Engineering:  All engineers and computer scientists

· Corporate Staff:  HR Assistant/Receptionist, Accountant/Bookkeeper, Payroll Manager.  
· Manufacturing Oversight:  Industrial Engineer, Quality Engineer/Risk Management, Procurement Specialist
· Project Support Office:  Administration, Technical Writer
· Technical Support:  Technical Support
· Operations:  Operations Center Analysts 
The by-year manning profile for 25 years is shown in Table 40.
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Table 40:  By-Year Manning Profile
This manning profile is based on the following:

· Senior Management:  One initially, with an expansion over eight years to six people.  Estimate based on requiring these leadership positions
· Marketing and Sales: three are hired the first year, goes to 6 thereafter 

· Engineering:  All the hardware and software expertise required to develop, test and certify the GASS system.  Starts with 12 the first year, and tapers down to a steady state of 5
· Corporate Staff:  Begins with three initially and grows to 13.  Based on having minimum support staff, then growing by one support person per 20 new people hired
· Manufacturing Oversight.  Begins with one person and grows to three to oversee the outsourcing of the actual building of the GASS hardware
· Project Support Office:  Specific support for the engineering team.  Starts with one and then goes to two people.
· Technical Support:  Hired six months before start of operations to do the maintenance of the GASS operations center.  Begins with 5 and grows to 15.  At 15, this provides 3 people on duty at all times

· Operations:  Hired six months prior to start and grow to 98.  Initial hire is for 6 (sufficient to have a 1 person watch 24 hours a day 7 days a week).  The need for Operations personnel is based on the number of customers at any given time.  The factors used in making the estimate are shown in
· 
.  The estimate is that 10% of GASS’s customers will fly on any given day, and the flight will last an average of 4 hours.    Contacts will be one of three kinds:  a 15 minute contact before every flight to go over the flight plan, a routine contact with changes or updates once every 8 hours (about every other flight), and an emergency once every 8,000 flights.  Based on this, the team estimated how many contact minutes were required per supported flying hour.  This allowed the team to calculate how many labor hours were required.  An 85% labor efficiency factor was applied to account for rest breaks.  Next the team added 2 people per shift to maintain overall situational awareness for the entire watch team.  Finally, the team used a factor of needing to hire 5 people to fill one position on a 24/7 basis.  This then gave the estimates shown in Table 41.
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Table 41: GASS Operations Center Manning Factors
Appendix M: Work Breakdown Structure (WBS)

The purpose of this document is to define each line item of the GASS WBS as well as to identify the entrance criteria, exit criteria, and any applicable second or third tier deliverables.  It is assumed full-scale production and continued lifecycle support is not considered as the scope of this project is truncated to assess the GASS only from concept development through system acceptance.  This WBS is documented in a partially chronologic order to assist in the development of project schedules and costing analyses.

WBS Development
The GASS WBS is broken down into four main types of work as determined by management needs and by the system’s lifecycle.  An attempt was made to adopt vetted WBS frameworks
 to ensure a practical and successful structure.  A systems engineering “Vee” lifecycle
 was selected as the basis for first tier WBS organization to simplify the development of a sequential schedule.  However, since proper management activities are integral to the success of a project, it was also included as a major, first-tier WBS category.  Documented general management knowledge areas and processes were modified to flesh out the second and third tiers of the Project Management WBS group as appropriate for the GASS.  The System Definition and Decomposition WBS group tiers were derived from Vee lifecycle documentation as was the Systems Integration and Qualification group.  The Component Development group was developed based upon sample WBSs and the desired modules, or functions, described by the Concept of Operations, use cases, and functional hierarchy.

It is important to note the inclusion of milestones, which are typically events, in the WBS.  The GASS team felt that the time required for preparation, importance to (risk mitigation), and for the simplification of schedule and costing estimates warranted their inclusion as separate WBS components.  Milestone 1, which is not depicted, is considered the initiating factor for the development of the GASS system and occurred prior to the development of this management plan.  Milestones 2 and 3 serve as project acceptance reviews between WBS groups 2 and 3 and between groups 3 and 4 respectively.  Milestone 4 is the final system review and its successful completion initiates full-scale production and other lifecycle activities beyond the scope of GASS involvement at this point in time; the GASS team intends to more fully evaluate their role post-Milestone 4 at a later date.  In addition to these four major milestones, each third tier WBS group includes a minor milestone as an additional risk mitigation measure to ensure concordance with the specifications and requirements, technical accuracy, deliverable quality, and project status.

WBS Description

Figure 76 is a graphical representation of the GASS WBS.  For simplicity, only the first two tiers are depicted.  A description of all three tiers follows.
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Figure 76: GASS Work Breakdown Structure
1. Project Management

The Project Management section covers all work involved in managing GASS. The following areas are managed: Cost, Schedule, Performance, Integration, Human Resources, Communication, Risk, and Procurement.
1.1. Cost Management

The Cost Management WBS section involves the processes required to ensure that the project is completed within the approved budget. It consists of resource planning, cost estimating, cost budgeting, and cost control. 

1.1.1. Resource Planning

This task develops a list of skills required for the execution of the project, and then for execution of each task. The skills list is used to determine the optimal mix of staff (engineers, project leads, etc.) to activities needed to complete the project.

1.1.2. Cost Estimating

This task develops cost estimates for the project using Microsoft Project (or a similar tool) that will capture costs for staffing, equipment, workspace, and overhead.
1.1.3. Cost Budgeting

This task allocates cost estimates to individual work activities in project.

1.1.4. Cost Control

This task monitors work as it progresses, and tracks resources (equipment, etc.). 

1.2. Schedule Management

The Schedule Management WBS section involves the processes required to ensure timely completion of the project. It consists of activity definition, activity sequencing, activity duration estimating, schedule development, and schedule control.

1.2.1. Activity Definition

This task involves the process of decomposing a project into a number of tasks which are needed to complete the deliverables.

1.2.2. Activity Sequencing

This task involves declaring precedence to activities and sequencing them to develop an accurate and realistic schedule.

1.2.3. Activity Duration Estimating

This task involves estimating the number of work periods which will be needed to complete individual activities.

1.2.4. Schedule Development

This task involves determining realistic start and finish dates for the project and ensuring that it is finished on time.

1.2.5. Schedule Control

The objective of this activity is to ensure that tasks are executed as indicated in the schedule so that the deadline for the project can be met. If the schedule cannot be met, the relevant stakeholders need to be informed.

1.3. Performance Management

The Performance Management WBS section involves the processes required to ensure that the project will satisfy the needs for which it was undertaken. It consists of quality planning, quality assurance, and quality control.

1.3.1. Quality Planning

The objective of this activity is to determine which quality standards are necessary and how to apply them.

1.3.2. Quality Assurance

Quality Assurance provides an assessment of the quality control activities and determines the validity of the procedures for determining quality.
1.3.3. Quality Control

Quality Control involves inspection, analysis, and all actions required to ensure quality of the project. 

1.4. Integration Management

The Integration Management WBS section involves the processes required to ensure that the various elements of the project are properly coordinated. It consists of project plan development, project plan execution, and overall change control.

1.4.1. Project Plan Development

This task involves designing and developing a project plan that will specify the project structure and content. The plan should define the technologies to be used, cost structure, staffing, tasks, and time frame for completion of project. 

1.4.2. Project Plan Execution

This task involves the actual execution of the project plan. 

1.4.3. Overall Change Control

This task involves the process used to ensure that the project plan is only modified in line with the identified necessary change.

1.5. Human Resource (HR) Management

The Human Resource (HR) Management WBS section involves the processes required to make the most efficient use of the people involved with the project. It consists of organizational planning, staff acquisition, and team development.

1.5.1. Organizational Planning

This task involves identifying and assigning responsibilities to positions in the organization. 

1.5.2. Staff Acquisition

This task involves establishing procedures for recruiting and selecting high quality, productive employees with the right skills and competencies in accordance with the organization’s merit system principles. These procedures will be used to acquire the appropriate staff

1.5.3. Team Development

This task involves establishing and coordinating the optimal mix of people for the various project tasks.

1.6. Communications Management

The Communication Management WBS section involves the processes required to ensure timely and appropriate generation, collection, dissemination, storage, and ultimate disposition of project information. It consists of communications planning, information distribution, performance reporting, and administrative closure.

1.6.1. Communications Planning

This task involves defining strategic, actionable goals, and an implementation approach to guide communicators and others in determining project stakeholders’ communication and information needs.
1.6.2. Information Distribution

This task involves planning out a strategy to ensure that the needed information concerning all project areas is gathered and produced efficiently by staff. This information is distributed to all stakeholders, internal and external.
1.6.3. Performance Reporting

This task involves formulating status reports that display measurements of staff performance on projects and activities that closely relate over a specified time period. Managers meet with staff individually to discuss the results of the status reports and make recommendations for improvements if necessary.

1.6.4. Administrative Closure

This task involves generating, gathering, and disseminating information to formalize project completion.

1.7. Risk Management

The Risk Management WBS section involves the processes concerned with identifying, analyzing, and responding to project risk. It consists of risk identification, risk quantification, risk response development, and risk response control.

1.7.1. Risk Identification

This task involves identifying all risks and risk factors that are involved in the design, development, and implementation processes of the project.

1.7.2. Risk Quantification

This task involves the usage of quantification tools and techniques to evaluate, classify, and prioritize potential project risks and the possible outcomes associated with each one.

1.7.3. Risk Response Development

This task involves identifying and defining actions to be taken in case a risk (positive or negative) occurs. This should be done for each risk identified.

1.7.4. Risk Response Control

This task involves responding to risk events throughout the project life cycle. Taking corrective action is an aspect of risk response control. 

1.8. Procurement Management

The Procurement Management WBS section involves the processes required to acquire goods and services from outside the performing organization. It consists of procurement planning, solicitation planning, solicitation, source selection, contract administration, and contract close-out.

1.8.1. Procurement Planning

This task involves identifying what resources and products are needed, when they are needed, and finding them at the optimum price to fulfill the time deadline for the project.

1.8.2. Solicitation Planning

This task involves preparing the documents needed to support solicitation and obtaining information, such as bids and proposals, from prospective sellers on how to meet project needs.

1.8.3. Solicitation 

This task involves the process used to communicate procurement requirements and to request responses from interested vendors. 
1.8.4. Source Selection

This task involves the process of making the best source selection for a project and for an organization. 
1.8.5. Contract Administration

This task involves ensuring that all conditions of an agreement are met or being met.

1.8.6. Contract Close-Out

This task involves ensuring that all contracts are fulfilled and closed in accordance with the terms, conditions, and specifications.

2. System Definition and Decomposition

System Definition and Decomposition is the second major lifecycle phase of the GASS and is the first phase considered in execution of this project concurrently with the Project Management Activities.  This WBS section covers all work involved in the definition of the system via requirements and the decomposition of the system into modules. The Life-cycle Support and IV&V planning for the system are also addressed.  The WBS section 2, System Definition and Decomposition commences upon approval to begin the project.  This phase is concluded with the Milestone 2 Decision.  While much of this work has been done notionally in an effort to secure funding for further development, it is critical that these phases be revisited up front to formally document and re-evaluate the direction of the program.
2.1. Concept of Operations (CONOPS)

Initiates the project with the capturing and refining of the Concept of Operations for the System.

2.1.1. CONOPS Solicitation & Generation

Initiates the project with the solicitation of generation of the originating requirements to be captured in the Concept of Operations

Entrance Criteria:  Milestone 1 Approval – Begin Project

Exit Criteria:  Initial Concept of Operations documented

Deliverables:  Preliminary Concept of Operations

2.1.2. CONOPS Review & Feedback

Reviews Concept of Operations with Users/Stakeholders and updates the Concept of Operations with the Feedback.

Entrance Criteria:  Completion of CONOPS Solicitation and Generation

Exit Criteria: Concept of Operations Reviewed and Feedback received

Deliverables:  Concept of Operations Feedback

2.1.3. CONOPS Refinement


Concept of Operations gets refined with Users/Stakeholders feedback.

Entrance Criteria:  Completion of CONOPS Solicitation and Generation Refinement

Exit Criteria: Concept of Operations Feedback Integrated

Deliverables:  Refined Concept of Operations 

2.1.4. CONOPS Acceptance

Concept of Operations reviewed and an acceptance decision is requested.

Entrance Criteria:  Refined CONOPS Solicitation and Generation

Exit Criteria: Acceptance of Concept of Operations Requested

Deliverables:  Accepted Concept of Operations 

2.2. Requirements

Develops Requirements for the system based on content of CONOPS.

2.2.1. Requirements Solicitation

Detailed development of Requirements based on the Concept of Operations and Solicitation with the users/stakeholders.

Entrance Criteria:  Accepted CONOPS

Exit Criteria: Requirements Solicitation Completed/Documented

Deliverables:  Initial Requirements Document based on solicitation

2.2.2. Object-oriented Requirements

Detailed development of Object-oriented Requirements based on the Initial Requirements Document.

Entrance Criteria:  Initial Requirements Document

Exit Criteria: Object-oriented Requirements Completed/Documented

Deliverables:  Object-oriented Requirements Documented

2.2.3. Functional Requirements

Detailed development of Functional Requirements based on the Initial Requirements Document.

Entrance Criteria:  Initial Requirements Document

Exit Criteria: Functional Requirements Completed/Documented

Deliverables:  Functional Requirements Documented

2.2.4. System-wide Requirements

Detailed development of System-wide Requirements based on the Initial Requirements Document.

Entrance Criteria:  Initial Requirements Document

Exit Criteria: System-wide Requirements Completed/Documented

Deliverables:  System-wide Requirements Documented

2.2.5. Nonfunctional Requirements

Detailed development of Nonfunctional Requirements based on the Initial Requirements Document.

Entrance Criteria:  Initial Requirements Document

Exit Criteria: Nonfunctional Requirements Completed/Documented

Deliverables:  Nonfunctional Requirements Documented

2.2.6. Requirements Concordance-Completion Analysis

Perform concordance of Object-oriented, Functional, System-wide and Nonfunctional Requirements.

Entrance Criteria:  Object-oriented, Functional, System-wide and Nonfunctional Requirements Documents

Exit Criteria: Object-oriented, Functional, System-wide and Nonfunctional Requirements Documents Consolidated

Deliverables:  Consolidated Object-oriented, Functional, System-wide and Nonfunctional Requirements Document

2.2.7. Requirements-CONOPS Mapping

Map CONOPS (Originating) Requirements to Consolidated Requirements for traceability.

Entrance Criteria:  Accepted CONOPS Document, Consolidated Requirements Document

Exit Criteria: Matrix mapping CONOPS elements to Consolidated Requirements Document

Deliverables:  Requirements CONOPS Matrix

2.2.8. Requirements Review & Feedback

Review of Accepted Concept of Operations, CONOPS x Consolidated Requirements Matrix, and Consolidated Requirements for the purpose of Feedback.

Entrance Criteria:  Completion of Accepted Concept of Operations, CONOPS x Consolidated Requirements Matrix, and Consolidated Requirements

Exit Criteria:  Feedback received for Accepted Concept of Operations, CONOPS x Consolidated Requirements Matrix, and Consolidated Requirements

Deliverables:  Accepted Concept of Operations, CONOPS x Consolidated Requirements Matrix, and Consolidated Requirements Feedback

2.2.9. Requirements Refinement

Refinement of Accepted Concept of Operations, CONOPS x Consolidated Requirements Matrix, and Consolidated Requirements based on Feedback.

Entrance Criteria:  Accepted Concept of Operations, CONOPS x Consolidated Requirements Matrix, and Consolidated Requirements

Exit Criteria: Refinement completed of Accepted Concept of Operations, CONOPS x Consolidated Requirements Matrix, and Consolidated Requirements

Deliverables:  Refined Concept of Operations, CONOPS x Consolidated Requirements Matrix, and Consolidated Requirements 

2.2.10. Requirements Acceptance

Request Acceptance of Refined Concept of Operations, CONOPS x Consolidated Requirements Matrix, and Consolidated Requirements.

Entrance Criteria:  Completion of Refinement of Accepted Concept of Operations, CONOPS x Consolidated Requirements Matrix, and Consolidated Requirements

Exit Criteria: Acceptance of refined: Accepted Concept of Operations, CONOPS x Consolidated Requirements Matrix, and Consolidated Requirements

Deliverables:  Accepted Concept of Operations, CONOPS x Consolidated Requirements Matrix, and Consolidated Requirements 

2.3. Design Specification

Design to a Requirements Specification level a set of specifications for the system.

2.3.1. Module/Component/Item Design

Design to a Requirements Specification level a set of specifications for the system Modules, Components and Items.

Entrance Criteria:  Accepted Concept of Operations, CONOPS x Consolidated Requirements Matrix, and Consolidated Requirements

Exit Criteria:  Initial Module, Component and Item Specifications

Deliverables:  Initial Module, Component and Item Design Specification Document

2.3.2. Entity-Relation-Database Design

Design to a Requirements Specification level a set of specifications the system Entity-Relationship/Databases.

Entrance Criteria:  Accepted Concept of Operations, CONOPS x Consolidated Requirements Matrix, and Consolidated Requirements

Exit Criteria:  Initial Entity-Relationship/Database Specifications

Deliverables:  Entity-Relationship/Database Specification Documents

2.3.3. Interfaces Design

Design to a Requirements Specification level a set of specifications the system Interfaces.

Entrance Criteria:  Accepted Concept of Operations, CONOPS x Consolidated Requirements Matrix, and Consolidated Requirements

Exit Criteria:  Initial Interface Specifications

Deliverables:  Interface Specification Documents

2.3.4. Graphical User Interface (GUI) Prototyping

Design to a Requirements Specification level a set of specifications of the Graphical User Interfaces (GUIs).

Entrance Criteria:  Accepted Concept of Operations, CONOPS x Consolidated Requirements Matrix, and Consolidated Requirements

Exit Criteria:  Initial GUI Specifications

Deliverables:  GUI Specification Documents

2.3.5. Physical Design

Design to a Requirements Specification level a set of specifications the Physical system.

Entrance Criteria:  Accepted Concept of Operations, CONOPS x Consolidated Requirements Matrix, and Consolidated Requirements

Exit Criteria:  Initial Physical System Specifications

Deliverables:  Physical System Specification Documents

2.3.6. Nonfunctional Requirements Design Transformations

Design to a Requirements Specification level a set of specifications for the system Interfaces.

Entrance Criteria:  Initial Object-oriented, functional, interface, physical Design Specifications

Exit Criteria:  Non-functionally Transformed Design Specifications

Deliverables:  Initial Non-functionally Transformed Design Specification Documents

2.3.7. Design Concordance-Completion Analysis

Design to a Requirements Specification level a set of specifications the system Interfaces.

Entrance Criteria:  Non-functionally Transformed Design Specification Documents

Exit Criteria:  Non-functionally Transformed Design Specifications Concordance completed

Deliverables:  Refined Non-functionally Transformed Design Specification Documents

2.3.8. Design Specification-Requirements Mapping

Perform mapping of requirements to design specifications.

Entrance Criteria:  Refined Non-functionally Transformed Design Specification Documents

Exit Criteria:  Mapping of Requirements to Design

Deliverables:  Requirements to Design Matrix

2.3.9. Design Tradeoff Planning

Build Tradeoff Analysis model for analyzing the cost, schedule a capability benefits of different configurations of constraints on the project.

Entrance Criteria:  Requirements to Design Matrix, Refined Non-functionally Transformed Design Specification Documents

Exit Criteria:  Tradeoff Analysis Model Built, and Exercised based on Project environment constraints

Deliverables:  Tradeoff Analysis Model, Initial Tradeoff Analysis

2.3.10. Design Review

Perform Review of Requirements to Design Matrix, Refined Non-functionally Transformed Design Specification Documents, Tradeoff Analysis Model, Initial Tradeoff Analysis

Entrance Criteria:  Requirements to Design Matrix, Refined Non-functionally Transformed Design Specification Documents, Tradeoff Analysis Model, Initial Tradeoff Analysis

Exit Criteria:  Reviewed Requirements to Design Matrix, Refined Non-functionally Transformed Design Specification Documents, Tradeoff Analysis Model, Initial Tradeoff Analysis

Deliverables:  Reviewed Design Specification and Feedback

2.3.11. Design Refinement

Refine Reviewed Design Specification and Feedback

Entrance Criteria:  Reviewed Design Specification and Feedback

Exit Criteria:  Refined Design Specification Completed 

Deliverables:  Refined Design Specification

2.3.12. Design Acceptance

Request acceptance of the Reviewed Design Specification 

Entrance Criteria:  Refined Design Specification 

Exit Criteria:  Design Specification Accepted

Deliverables:  Refined Design Specification

2.4. Lifecycle Support

Perform Lifecycle support planning

2.4.1. Training Planning

Perform Training Planning 

Entrance Criteria:  Accepted Design Specification 

Exit Criteria:  Initial Training Plan Completed

Deliverables:  Initial Training Plan

2.4.2. Training Design Transformations

Design Training Plan Transformations 

Entrance Criteria:  Initial Training Plan Completed

Exit Criteria:  Training Plan Design Transformation Specification Completed

Deliverables:  Training Plan Design Transformation Specification

2.4.3. Documentation

Perform Documentation Planning 

Entrance Criteria:  Accepted Design Specification 

Exit Criteria:  Initial Documentation Plan Completed

Deliverables:  Initial Documentation Plan

2.4.4. Documentation Design Transformations

Design Documentation Plan Transformations 

Entrance Criteria:  Initial Documentation Plan Completed

Exit Criteria:  Documentation Plan Design Transformation Specification Completed

Deliverables:  Documentation Plan Design Transformation Specification

2.4.5. Test Planning

Perform Test Planning 

Entrance Criteria:  Accepted Design Specification 

Exit Criteria:  Initial Test Plan Completed

Deliverables:  Initial Test Plan

2.4.6. Test Plan Design Transformations

Design Test Plan Transformations 

Entrance Criteria:  Initial Test Plan Completed

Exit Criteria:  Test Plan Design Transformation Specification Completed

Deliverables:  Test Plan Design Transformation Specification

2.4.7. Supportability Planning

Perform Supportability Planning 

Entrance Criteria:  Accepted Design Specification 

Exit Criteria:  Initial Supportability Plan Completed

Deliverables:  Initial Supportability Plan

2.4.8. Supportability Plan Design Transformations

Design Supportability Plan Transformations 

Entrance Criteria:  Initial Supportability Plan Completed

Exit Criteria:  Test Supportability Design Transformation Specification Completed

Deliverables:  Test Supportability Design Transformation Specification

2.4.9. Marketing Planning

Perform Marketing Planning 

Entrance Criteria:  Accepted Design Specification 

Exit Criteria:  Initial Marketing Plan Completed

Deliverables:  Initial Marketing Plan

2.4.10. Marketing Plan Design Transformations

Design Marketing Plan Transformations 

Entrance Criteria:  Initial Marketing Plan Completed

Exit Criteria:  Test Marketing Design Transformation Specification Completed

Deliverables:  Test Marketing Design Transformation Specification

2.4.11. Lifecycle Support Tradeoff Planning

Perform Support Tradeoff Planning 

Entrance Criteria:  Accepted Design Specification, Tradeoff Model

Exit Criteria:  Initial Support Tradeoff Plan Completed

Deliverables:  Initial Support Tradeoff Plan

2.4.12. Lifecycle Support Plan Concordance-Completion Analysis

Perform Concordance on Life-Cycle Support Products

Entrance Criteria:  Life-Cycle Support Products

Exit Criteria:  Initial Lifecycle Support Design Specification Completed

Deliverables:  Initial Lifecycle Support Design Specification

2.4.13. Lifecycle Support Review & Feedback

Perform Review on Initial Life-Cycle Support Design Specification

Entrance Criteria:  Life-Cycle Support Design Specification

Exit Criteria:  Review of Lifecycle Support Design Specification Completed

Deliverables:  Reviewed Lifecycle Support Design Specification with Feedback

2.4.14. Lifecycle Support Refinement

Refine Reviewed Life-Cycle Support Design Specification with Feedback

Entrance Criteria:  Reviewed Life-Cycle Support Design Specification, Feedback

Exit Criteria:  Refinement of Lifecycle Support Design Specification Completed

Deliverables:  Refined Lifecycle Support Design Specification
2.4.15. Lifecycle Support Acceptance

Request Acceptance of Refined Life-Cycle Support Design Specification with Feedback

Entrance Criteria:  Refined Life-Cycle Support Design Specification

Exit Criteria:  Acceptance of Lifecycle Support Design Specification

Deliverables:  Accepted Lifecycle Support Design Specification

2.5. IV&V Planning

Perform IV&V Planning

2.5.1. Requirements-CONOPS IV&V

Review Accepted Requirements, Accepted CONOPS and their Mappings

Entrance Criteria:  Accepted Requirements, Accepted CONOPS, Requirements, CONOPS Matrix

Exit Criteria:  Completed Review of IV&V Review of Accepted Requirements, Accepted CONOPS and their Mappings

Deliverables:  IV&V Requirements – CONOPS & Matrix Review Document

2.5.2. Design-Requirements IV&V

Review Accepted Requirements, Accepted Design Specification and their Mappings

Entrance Criteria:  Accepted Requirements, Accepted Design Specification, Requirements x Design Specification Matrix

Exit Criteria:  Completed Review of IV&V Review of Accepted Requirements, Accepted Design Specification and their Mappings

Deliverables:  IV&V Requirements, Design Specification & Matrix Review Document

2.5.3. Lifecycle Support-Design IV&V

Review Accepted Life Cycle Support Design Specification, Accepted Design Specification and their Mappings

Entrance Criteria:  Accepted Life Cycle Support Design Specification, Accepted Design Specification, Life Cycle Support Design Specification x Design Specification Matrix

Exit Criteria:  Completed Review of IV&V Review of Accepted Life Cycle Support Design Specification, Accepted Design Specification and their Mappings

Deliverables:  IV&V Life Cycle Support Design Specification, Design Specification & Matrix Review Document

2.5.4. Design-CONOPS IV&V

Review Accepted Design Specification, Accepted CONOPS and their Mappings

Entrance Criteria:  Accepted Design Specification, Accepted CONOPS, Design Specification x CONOPS Matrix

Exit Criteria:  Completed Review of IV&V Review of Accepted Design Specification, Accepted CONOPS and their Mappings

Deliverables:  IV&V Design Specification – CONOPS & Matrix Review Document

2.5.5. Lifecycle Support-CONOPS IV&V

Review Accepted Life Cycle Support Design Specification, Accepted CONOPS and their Mappings

Entrance Criteria:  Accepted Life Cycle Support Design Specification, Accepted CONOPS, Design Specification x CONOPS Matrix

Exit Criteria:  Completed Review of IV&V Review of Accepted Life Cycle Support Design Specification, Accepted CONOPS and their Mappings

Deliverables:  IV&V Life Cycle Support Design Specification – CONOPS & Matrix Review Document

2.5.6. IV&V Refinement Plan

Refine Accepted CONOPS, Requirements, Design Specification, and Lifecycle Support Design Specification based on IV&V Design Review Documents.

Entrance Criteria:  Accepted Life Cycle Support Design Specification, Accepted Design Specification, Life Cycle Support Design Specification x Design Specification Matrix, and IV&V Design Review Documents

Exit Criteria:  Completed IV&V Refined Design Specification

Deliverables:  IV&V Refined Design Specification

2.5.7. IV&V Acceptance 

Request acceptance of IV&V Refined Design Specification

Entrance Criteria:  IV&V Refined Design Specification

Exit Criteria:  Requested for Acceptance IV&V Refined Design Specification

Deliverables:  Final Design Specification

2.6. Milestone 2

Final Acceptance of IV&V Refined Design Specification

Entrance Criteria:  Final Design Specification

Exit Criteria:  Accepted Final Design Specification
Deliverables:  Final Design Specification

3. Component Development

The Component Development WBS section involves building and coding of the eight GASS modules based on the requirements, architecture, and specifications developed during WBS 2 (Definition).  After WBS 3, the modules will be integrated, verified, and validated in WBS 4.

Each module consists of four subsections.  For example, here are the standard four subsections for WBS 3.5, Situational Monitoring Module (SMM):
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The remaining description of WBS 3 (Development) consists of descriptions of:

· the eight modules/subsystems

· the four standard subsections of each module/subsystem

3.1 Flight Planning Support (FPS)

Provides functions to acquire, generate, troubleshoot, and load flight plans.

Entrance Criteria:  Milestone 2

Exit Criteria:  System Developed and Unit Tested Successfully (Milestone 3.1)

Deliverables:  System FPS documentation and software

3.2 External Interfaces Module (EIM)

Provides communication and interaction between:

· the user and GASS

· GASS and external data providers such as the FAA and NWS

· GASS and external operators such as the FBOs

Entrance Criteria:  Milestone 2

Exit Criteria:  System Developed and Unit Tested Successfully (Milestone 3.2)

Deliverables:  System Interface Documentation and software

3.3 Records Maintenance & Analysis Module (RMAM)
Provides functions to manage pilot flight and maintenance records.  Management entails storage, manipulation, and analysis for incipient and recurring events.

Entrance Criteria:  Milestone 2

Exit Criteria:  System Developed and Unit Tested Successfully (Milestone 3.3)

Deliverables:  System RMAM documentation and software

3.4 Data Management Module (DMM)

Performs the functions that acquire, store, categorize, and manipulate data amongst all the various system elements.

Entrance Criteria:  Milestone 2

Exit Criteria:  System Developed and Unit Tested Successfully (Milestone 3.4)

Deliverables:  System DMM documentation and software

3.5 Situational Monitoring and Analysis Module (SMAM)

Monitors and analyzes all data pertaining to the situational status of the target aircraft to include functions such as flight path changes due to weather or temporary flight restrictions

Entrance Criteria:  Milestone 2

Exit Criteria:  System Developed and Unit Tested Successfully (Milestone 3.5)

Deliverables:  System SMM documentation and software

3.6 Aircraft Hull/Systems Monitoring & Analysis Module (AHMAM)

Tracks, analyzes, and projects the status of the aircraft hull and systems for incipient issues.

Entrance Criteria:  Milestone 2

Exit Criteria:  System Developed and Unit Tested Successfully (Milestone 3.6)

Deliverables:  System AHMAM documentation and software

3.7 Physiological Monitoring & Analysis Module (PMAM)

Tracks and analyzes the physiological condition of the pilot in the event of a health emergency, unsafe flying practices, etc.

Entrance Criteria:  Milestone 2

Exit Criteria:  System Developed and Unit Tested Successfully (Milestone 3.7)

Deliverables:  System PMAM documentation and software

3.8 Data Transfer & Communications Module (DTCM)

Provides the capability to transfer data and enables communications between:

· the user and GASS

· GASS and external data providers such as the FAA and NWS

· GASS and external operators such as the FBOs

· GASS operations center and outfitted aircraft

Entrance Criteria:  Milestone 2

Exit Criteria:  System Developed and Unit Tested Successfully (Milestone 3.8)

Deliverables:  System DTCM documentation and software

3.9 Milestone 3

Marks completion of all modules/subsystems.

Entrance Criteria:  Completion of WBS 3.1 – 3.8 Milestones.

Exit Criteria:  All Modules / Subsystems Developed and Unit Tested Successfully

Deliverables:  Documentation and software for all modules/subsystems.

This last section describes the common subtasks for each module/subsystem:

3.X.1 Design

Activities to translate the system specifications into design specifications for the module/subsystem.  This phase also requires the team leader to work staffing issues for the ramp-up in the next subtask.

Entrance Criteria:  Milestone 2

Exit Criteria:  Module / Subsystem designed & specified

Deliverables:  Design documentation

3.X.2 Build

This subtask is the actually coding for software modules and the integration of hardware.

Entrance Criteria:  3.X.1 Complete.  Deliverables from WBS 2 and 3.X.1

Exit Criteria:  Module/Subsystem Coded and ready for Unit Testing

Deliverables:  Module/Subsystem documentation and software

3.X.3 Unit Test

Verification of each module/subsystem against specifications.  Recoding as necessary.

Entrance Criteria:  WBS 3.X.2 Complete.  Design & Test Plans from WBS 2 and WBS 3.X.1

Exit Criteria:  Module/Subsystem Unit Tested Successfully 

Deliverables:  Documentation of successful test results and known (approved) bugs carried forward.  Capture metrics on defect rates.

3.X.4 Milestone 3.X

Management review of module/subsystem development.  Final approval to move module/subsystem to WBS 4.0 

Entrance Criteria:  3.X.3 Complete

Exit Criteria:  Approval to deem Module/Subsystem 3.X ready for system integration.

Deliverables:  Module / subsystem 3.X and associated documentation described in 3.X.1 – 3.X.3

4. System Integration and Qualification

System Integration and Qualification is the third major lifecycle phase of the GASS and is the last phase considered for the scope of this business case analysis.  This WBS section covers all work involved in the integration of the GASS modules into the final system.  The verification, validation, and acceptance of the system are also addressed.  As in WBS section 3, System Integration and Qualification cannot commence until Milestone B has been successfully passed.  This phase is concluded with the documented approval of the system for production of the first iteration of the GASS for commercial distribution.

4.1. System Integration

The System Integration WBS section involves the integration of each of the Section 3 modules into the final system.  It is further subdivided into three main tasks which are conducted concurrently throughout this phase of the lifecycle.

4.1.1. Manage Component Interfaces

This task identifies, tracks, and resolves any technical issues that arise from the interaction between the Section 3 modules as they are assembled into the final system.

Entrance Criteria:  Milestone B Approval

Exit Criteria:  System Assembled Successfully

Deliverables:  System Interface Documentation

4.1.2. Assemble System

This task is the physical assembly of the modules to form the final system.  Most interface issues will be first identified by this task prior to remediation.

Entrance Criteria:  Milestone B Approval

Exit Criteria:  System Assembled Successfully

Deliverables:  Assembled System, System Architecture Documentation

4.1.3. Document System

All assembly and technical management information must be documented.  Typical items to be documented include lessons learned, code/hardware alterations, and general system knowledge.  This information is added to the GASS library for future reference.

Entrance Criteria:  Milestone B Approval

Exit Criteria:  System Assembled and all Relevant Information Documented

Deliverables:  System Integration Report

4.1.4. Milestone 4a

Milestone 4a is an Integrated Product Review (IPR) of the System Integration task.  It determines the acceptability of the fully assembled system and its approval is required for continuation on to System Verification and System Validation.

Entrance Criteria:  System Assembled and System Integration Report Submitted

Exit Criteria:  System Assembled Successfully and all Relevant Information Documented Correctly

Deliverables:  Approval for System Verification and System Validation

4.2. System Verification

System Verification assesses the conformance of the final system to the specifications and the requirements.  This task begins once the final system has been assembled and documented.  The bulk of the GASS verification will be conducted through a three-month prototype trial.  The Verification Testing is also used as a means to identify and either remedy or accept any previously unknown system issues.

4.2.1. Review and Modify Verification Plans

This task reviews and, if appropriate, modifies the verification plans developed during the System Definition and Decomposition portion of the lifecycle.  It is the first subtask of System Verification and culminates in the approval to conduct verification testing.

Entrance Criteria:  System Assembled Successfully, Total System Integration Documentation Completed

Exit Criteria:  Verification Test Plans Approved

Deliverables:  Verification Test Plan

4.2.2. Conduct Verification Testing

This task follows the verification plan acceptance and involves the testing of the final system assembly in accordance with the Verification Test Plan.

Entrance Criteria:  Verification Test Plans Approved

Exit Criteria:  Completed Verification Testing

Deliverables:  Verification Test Plan Results

4.2.3. Qualify Verification Test Results

This task is the comparison of the Verification Test Plan Results against the Verification Test Plan.  The results of this test identifies whether or not all specifications and requirements have been met.  The completion of this task is required for System Acceptance.

Entrance Criteria:  Verification Testing Completed

Exit Criteria:  Verification Test Plan Qualification Results

Deliverables:  Verification Qualification Results

4.2.4. Document Verification

Documentation of the verification process and results occurs throughout this task.  It provides the GASS library with the finalized Verification Test Plan, Test Plan Results, and Qualification Results for future reference.

Entrance Criteria:  System Assembled Successfully, Total System Integration Documentation Completed

Exit Criteria:  Verification Test Results Qualification Documented

Deliverables:  Verification Report

4.2.5. Milestone 4b

Milestone 4b is an IPR for System Verification.  It provides the final verdict on the concordance of the assembled system with the developed specifications and requirements.  Approval from the IPR is required for System Acceptance.

Entrance Criteria:  Verification Testing Completed and Verification Report Submitted

Exit Criteria:  System Verified to Meet all Specifications and Requirements

Deliverables:  Approval for Acceptance

4.3. System Validation

The System Validation task determines the ability of the completed GASS to satisfy the needs of the users.  This task will be conducted concurrently with the last two months of Verification efforts as the prototype test results can be utilized to assess user satisfaction.  

4.3.1. Review and Modify Validation Plans

This stage of the validation efforts reviews, modifies, and expands the depth of the validation plans previously identified.

Entrance Criteria:  System Assembled Successfully, Total System Integration Documentation Completed

Exit Criteria:  Validation Test Plans Approved

Deliverables:  Validation Test Plan

4.3.2. Conduct Validation Testing

This task follows the validation plan acceptance and involves the testing of the final system assembly in accordance with the Validation Test Plan.

Entrance Criteria:  Validation Test Plans Approved

Exit Criteria:  Completed Validation Testing

Deliverables:  Validation Test Plan Results

4.3.3. Qualify Validation Test Results

This task is the comparison of the Validation Test Plan Results against the Validation Test Plan.  The results of this test identifies if the Users’ needs have been satisfied.  The completion of this task is also required for System Acceptance.

Entrance Criteria:  Validation Testing Completed

Exit Criteria:  Validation Test Plan Qualification Results

Deliverables:  Validation Qualification Results

4.3.4. Document Validation

As with verification, all validation efforts are document throughout the task for the GASS library.  The final documentation of the system validation results are a deliverable and are utilized to determine system acceptance.

Entrance Criteria:  System Assembled Successfully, Total System Integration Documentation Completed

Exit Criteria:  Validation Test Results Qualification Documented

Deliverables:  Validation Report

4.3.5. Milestone 4c

Milestone 4c is an IPR for System Validation.  It provides the final verdict on the abilities of the assembled system to meet the users’ needs.  Approval from the IPR is required for System Acceptance.

Entrance Criteria:  Validation Testing Completed and Validation Report Submitted

Exit Criteria:  System Validated to Meet All Documented User Needs

Deliverables:  Approval for Acceptance

4.4. System Acceptance

This is the final stage of the system integration and qualification phase.  This task culminates with Milestone 4 – the IPR which determines if the final system is acceptable for mass production and delivery.  This task is initiated by the completion of Verification and Validation.

4.4.1. Review and Modify Acceptance Criteria

This task reviews the initial acceptance criteria developed for the GASS.  Based upon knowledge gained during and from the development of the system, the acceptance criteria may be altered as required.

Entrance Criteria:  System Verification Report Completed, System Validation Report Completed

Exit Criteria:  Acceptance Criteria Finalized

Deliverables:  Documented Acceptance Criteria

4.4.2. Conduct Acceptance Testing

Acceptance testing is the comparison of the verification and validation results against the acceptance criteria.

Entrance Criteria:  Acceptance Criteria Finalized, Verification and Validation Reports Completed

Exit Criteria:  Acceptance Test Completed

Deliverables:  Acceptance Test Results

4.4.3. Accept/Decline System

This task results in the decision to either proceed with system production or redesign the system to meet acceptable parameters based upon the results of the Acceptance Test.  Acceptance of the system signifies the end of the System Integration and Qualification phase.

Entrance Criteria:  Acceptance Test Completed

Exit Criteria:  Acceptance/Declination of the System

Deliverables:  Formal Acceptance/Declination Declaration

4.4.4. Document Acceptance

This task occurs throughout the acceptance stage.  All information pertaining to the acceptance of the GASS will be documented and stored within the GASS library.  The final, formal acceptance statement serves as a catalyst for system production.

Entrance Criteria:  Acceptance/Declination Declared

Exit Criteria:  Acceptance/Declination of the System Documented

Deliverables:  Acceptance Report

4.4.5. Milestone 4d

Milestone 4d is an IPR for System Acceptance.  It determines the acceptability of the entire system based upon Verification and Validation efforts.  Successfully passing Milestone 4d initiates final corporate system acceptance.

Entrance Criteria:  Acceptance Testing Completed and Documented

Exit Criteria:  System Acceptable for Final Acceptance

Deliverables:  Approval for Milestone 4

4.5. Milestone 4

Milestone 4 is the final review of the GASS by the President/CEO and all related management officers.  It provides the final approval or disapproval for system production.

Entrance Criteria:  Approval for Milestone 4

Exit Criteria:  System Acceptable for Production

Deliverables:  Approval for Production

Appendix N: Program Schedule (PERT)
This appendix contains the program development schedule to be utilized in the development of GASS.

In an effort to provide the lowest cost investment, GASS will be developed in three phases utilizing an incremental development process.  With each increment, additional features and capabilities will be added to the system in an effort to expand GASS into different user bases in accordance with the development process outlined in Appendix A and the marketing plan in Appendix D.  In the first phase, GASS will develop the basic functionality of the total system described in previous appendices.  This first iteration of GASS will focus on the provision of flight services specifically for the pilot.  The second iteration of the project will result in an increment of functions geared towards aircraft-specific functions providing full GASS capability for a limited set of aircraft.  The third and final increment will include the remaining functions and capabilities required for the full spectrum of GASS services for the total spectrum of GASS-targeted aircraft.  This third increment will also include a service option to provide only aircraft maintenance and monitoring activities as a cheaper alternative to full system coverage.  A summary representation of this timeline can be seen in Figure 77 below.  Per this schedule, it is estimated that the first GASS iteration will be delivered on 6/1/2010 with each increment deploying one year later on 6/1/2011 and 6/1/2012 respectively.
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Figure 77:  Summary GASS Development and Operations Schedule

To meet this demanding schedule, GASS has developed a notional master schedule to be utilized for this project.  This schedule can be viewed via the embedded GASS Master Development Schedule.mpp file (Figure 78) below which addresses the GASS systems engineering management approach in detail.  The relevant PERT and Gantt charts for the GASS program can be viewed and printed from this file.
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Figure 78:  GASS Master Development Schedule

The GASS Master Development Schedule is based on the incorporation of the WBS elements defined in Appendix M.  The project management portion of this program is incorporated under WBS level 1 items in great detail.  Please note for WBS group 1 that the managerial concerns are attended over the course of the entire program as they are key to this program’s success.  It is also important to note that the key activities within this WBS group are biweekly status reviews for each management area and the inclusion of specific monthly meetings with the system stakeholders as a risk mitigation mechanism.  WBS groups 2, 3, and 4 describe the activities associated with the system definition and decomposition, component development, and integration, verification, and validation (IV&V) respectively.  These three WBS groups occur in a linear, phased approach and require system reviews via milestones before progressing in development.  The utilization of milestones to enable development progress was deemed necessary by the GASS Team for two main reasons which are evident upon evaluation of the Gantt and PERT charts:

1) The use of milestones simplifies the critical path of the program making it much easier to track and evaluate.

2) It forces the review of the program deliverables against previously defined criteria (e.g. requirements, specifications, etc.) and ultimately the fundamental stakeholder needs as stakeholders assist in the milestone evaluations.

It is the GASS Team’s intention to use this schedule as a master template for the development of all three increments of GASS.  The current schedule incorporates an activity timeline geared specifically for the development of the pilot-only base system, hence the final delivery date of 6/1/2010.  Although the development of key functions not associated with pilot-only services are included in this schedule (i.e. aircraft hull/systems analysis and physiological monitoring), their development time in this case is minimized as the GASS Team must still account for these developments – prior planning will help ease the future integration of these functions.  The GASS Team will follow this same process/schedule for the development of the second and third increments but with schedules appropriately adjusted and condensed in accordance with overarching delivery strategy shown in Figure 11.  These schedules will be developed and revised as a part of the functions in WBS group 1.4 Integration Management.

In this schedule it is assumed that Milestone 1 is the project initiation date pending the acquisition of desired investments.  Failure to achieve the necessary investor funding will have an impact on this schedule either in the form of longer development time or in reduced system functionality.

To ensure the timely and thorough development of this GASS proposal, the team found it necessary to develop a project-specific schedule.  The group found this schedule an excellent means of both identifying and tracking the efforts necessary to devise the current GASS design and business plan.  This schedule can be viewed in embedded SYST 798 GASS Project Schedule.mpp below (Figure 79).  Like Figure 78, both Gantt and PERT charts can be easily viewed in this file.
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Figure 79:  SYST 798 GASS Project Schedule

Appendix O:  Legal Considerations
Flying aircraft is a risky business.  Helping someone fly an aircraft through a phone link could be hazardous to not only the pilot, but also to the person providing the support.  If something were to go awry, even though both parties might be providing/partaking in a service meant to help, not hinder, an event, the service provider opens themselves up for legal actions against them.  This could be catastrophic, both monetarily and in terms of a company’s reputation.  There are many means of limiting liability that could include: 
· Retaining proper legal advice, and following it
· Adequately warning customers about potentially dangerous situations.

· Build and ensure business practices in the company comply with state and federal regulations.

· Provide a legal handbook to managers and employees about the laws governing their day-to-day activities and help companies comply with state and federal regulations.

· Negotiate contracts that will protect our rights and help avoid disputes with our suppliers and customers

· Protect our business from devastating liability costs with the proper insurance coverage, for both the corporation and officers.

Every effort should be made to understand and limit liability, ensuring both the provider and recipient of a service understand the pros and cons of what they’re about to receive.  One way of communicating the agreement is through the use of a Terms and Conditions of use.  A sample Terms and Conditions, with specific paragraphs detailing the limitations of liability is shown below.

Terms and Conditions of Your GASS Service
Effective as of November, 2008

Welcome to GASS. These terms and conditions are the agreement between us. They replace any earlier agreements between us and apply to all your GASS service, past, present, and future, until changed or replaced by new terms and conditions.

PLEASE READ THIS AGREEMENT BEFORE USING ANY GASS SERVICE. KEEP A COPY OF IT IN A SAFE PLACE. READ AND KEEP A COPY OF ANY ADDITIONAL GASS DOCUMENTS GIVEN OR SENT TO YOU. ANY GASS DOCUMENTS THAT SAY THEY BECOME PART OF YOUR GASS AGREEMENT ARE PART OF THIS AGREEMENT IF YOU ACCEPT ANY OF THE SERVICES THEY DESCRIBE. THE PRICE AND OTHER TERMS OF YOUR GASS SERVICE PLAN AND ANY GASS PACKAGES YOU PURCHASE BECOME PART OF THIS AGREEMENT.

…… Other Items regarding the service agreement will be included here
LIMITATIONS OF LIABILITY. YOU AND GASS ARE EACH WAIVING IMPORTANT RIGHTS. UNLESS FORBIDDEN BY LAW IN A PARTICULAR INSTANCE, WE EACH AGREE AS FOLLOWS:

First, WE AREN'T LIABLE FOR THE ACTIONS OR INACTIONS OF ANY SERVICE PROVIDER WE CONTACT FOR YOU OR YOUR AIRPLANE, OR FOR OUR INABILITY TO CONTACT ANY SERVICE PROVIDER IN ANY PARTICULAR SITUATION.

Second, WE AREN'T LIABLE TO YOU FOR (1) ANY INJURIES TO PERSONS OR PROPERTY ARISING OUT OF OR RELATING TO YOUR USE OF GASS Equipment OR GASS SERVICE OR (2) ANY DAMAGES ARISING OUT OF OR RELATING TO THE INSTALLATION, REPAIR, OR MAINTENANCE OF GASS Equipment .

Third, OUR MAXIMUM LIABILITY TO YOU UNDER ANY THEORY (INCLUDING BUT NOT LIMITED TO FRAUD, MISREPRESENTATION, BREACH OF CONTRACT, PERSONAL INJURY, OR PRODUCTS LIABILITY) IS LIMITED TO AN AMOUNT EQUAL TO THE PORTION OF THE CHARGES TO YOU FOR THE SERVICES RELATING TO THE PERIOD OF SERVICE DURING WHICH SUCH DAMAGES OCCUR.

Fourth, UNLESS OTHERWISE PROVIDED IN THIS AGREEMENT, YOUR MAXIMUM LIABILITY TO US UNDER ANY THEORY (INCLUDING BUT NOT LIMITED TO FRAUD, MISREPRESENTATION, BREACH OF CONTRACT, PERSONAL INJURY, OR PRODUCTS LIABILITY) IS LIMITED TO ANY CHARGES DUE AND OWING BY YOU TO US.

Fifth, NEITHER YOU NOR WE CAN RECOVER (1) PUNITIVE DAMAGES, (2) TREBLE, CONSEQUENTIAL, INDIRECT, OR SPECIAL DAMAGES, OR (3) ATTORNEY'S FEES. YOU CANNOT RECOVER THESE TYPES OF DAMAGES OR FEES FROM ANY SERVICE PROVIDER, EITHER. YOU AND WE AGREE NOT TO MAKE, AND TO WAIVE TO THE FULLEST EXTENT ALLOWED BY LAW, ANY CLAIM FOR DAMAGES OTHER THAN DIRECT, COMPENSATORY DAMAGES AS LIMITED IN THIS AGREEMENT.

Sixth, WE HAVE NO LIABILITY FOR SERVICE INTERRUPTIONS OF 24 HOURS OR LESS. TO RECEIVE SERVICE CREDIT FOR LONGER INTERRUPTIONS, YOU MUST NOTIFY US WITHIN 60 DAYS AFTER THE TIME WHEN THAT SERVICE INTERRUPTION STARTED. Except for any credits provided voluntarily by us for a dropped call, or credits for interrupted service as described above, NO ONE IS LIABLE TO YOU FOR DROPPED CALLS OR INTERRUPTED SERVICE, OR FOR PROBLEMS CAUSED BY OR CONTRIBUTED TO BY YOU, BY ANY THIRD PARTY, BY BUILDINGS, HILLS, TUNNELS, NETWORK CONGESTION, WEATHER, OR ANY OTHER THINGS WE OR OUR SERVICE PROVIDERS DON'T CONTROL.

Seventh, NOTWITHSTANDING ANYTHING ELSE IN THIS AGREEMENT, YOU AGREE TO EXCUSE ANY NON-PERFORMANCE BY US OR ANY SERVICE PROVIDER CAUSED IN WHOLE OR IN PART BY AN ACT OR OMISSION OF A THIRD PARTY, OR BY ANY EQUIPMENT FAILURE, ACT OF GOD, NATURAL DISASTER, STRIKE, EQUIPMENT OR FACILITY SHORTAGE, OR OTHER CAUSES BEYOND THE CONTROL OF US OR OUR SERVICE PROVIDERS.

Eighth, if another wireless SERVICE PROVIDER is involved in any problem (for example, because of roaming), you also agree to any limitations of liability that it imposes on its customers.

Ninth, YOU AGREE THAT NEITHER WE NOR ANY SERVICE PROVIDER WHO SENDS YOU DATA OR INFORMATION THROUGH GASS, INCLUDING HER MAJESTY THE QUEEN IN RIGHT OF CANADA, IS LIABLE FOR ANY ERRORS, DEFECTS, PROBLEMS, OR MISTAKES IN THAT DATA OR INFORMATION. 

Tenth, unless you have a contract with one of our wireless SERVICE PROVIDERS for a combined plan for a handheld wireless phone and your GASS Equipment , YOU HAVE NO CONTRACTUAL RELATIONSHIP WHATSOEVER WITH ANY OF OUR WIRELESS SERVICE PROVIDERS AND AREN'T A THIRD PARTY BENEFICIARY OF ANY AGREEMENT BETWEEN US AND ANY OF OUR WIRELESS SERVICE PROVIDERS. Unless you have a separate contract with them, NONE OF OUR WIRELESS SERVICE PROVIDERS HAS ANY LEGAL, EQUITABLE, OR OTHER LIABILITY OF ANY KIND TO YOU. YOU WAIVE ANY AND ALL CLAIMS OR DEMANDS FOR SUCH LIABILITY.

Finally, you agree that the limitations of liability and indemnities in this agreement will survive even after the agreement has ended. These limitations of liability apply not only to you, but to anyone using your AIRPLANE, to anyone making a claim on your behalf, and to any claims made by your family, employees, customers, or others arising out of or relating to your GASS service or GASS Equipment. 

NOTE: Some states don't allow an exclusion or limitation of incidental or consequential damages or certain other damages, so some of the limitations above may not apply in some situations.

…… Other Items regarding the service agreement will be included here

Appendix P: Tasks, Considerations and “Best Practices” for Future Projects.

This checklist is provided as a means to capture useful information that might supplement the management of systems engineering and operations research projects
TASKS

Team:  The project team is one of the most important elements of a project.  Understanding the makeup, strengths and weaknesses of a team, and utilizing their skills and energy properly can make the actual project work go much smoother.  To ignore these items might create problems that could cause a project to delay, founder, or even fail.

It is not just incumbent upon the manager to understand the team, but to the greatest extent possible, the team members should also be given an opportunity to understand their teammates.  Create a shared vision and get the team onboard early.  The manager and team need to understand: 
Why is this team being assembled?

Who are the teammates? 
What skills do they bring to the table?

What are the expectations for team performance? Hours, overtime, etc?
Where will work be performed? 

Where and When will team meetings be held?  

How often will the team meet? 
How will the team communicate when not in person?
· Hold an introductory kick-off meeting.
Brief introductions and background details.

Manager should share expectations for the team.

Share any periods of non-availability for team participation.

Agree upon primary and alternate methods of communication.

· Hold regular status meetings

· Keep the team involved in project milestones

· Make sure each team member understands their contributions are valuable and essential to project success
Project:  The project, and its ultimate successful completion is the reason everyone is involved.  Knowing the goal, and having a well thought out strategy to achieve that goal ensures all aspects and alternatives have been considered, staving off avoidable surprises, and providing flexibility to handle those surprises that were not anticipated.  The manager and team need to understand:


What is the project?


What is the ultimate goal of the project?

Why this project? 


Who are the stakeholders? 


When is the project expected to be completed? 


How is the project going to be tackled?

· Determine the purpose of the project, and why it is being undertaken.  Is it R&D, production, integration, product enhancement, O&M, retirement?  What are the strategic implications for the company? Is it a new line of business?  A new product in the marketplace or does it compete with existing products? Does it use existing company skills and core businesses? 

· Understand the stakeholders.

· What is the scope of the project?

· What is the duration of the project?  Will there be different phases? Are there parallel aspects?  What are the dependencies?  What is the critical path?  

· What are the desired outcomes? 

· What are the risks? Technological, schedule, cost.

· What are the financial limitations? 

· What is involved in getting to project completion? Development, manufacturing, installation, maintenance, etc.?

CONSIDERATIONS

The main considerations for a project are typically cost, schedule, technology and resources.

It is not often that a project manager would hear that “cost is no object” in project performance, but instead is expected to complete project tasks within a certain budget.  

· Understand the project budget.  Identify areas of concern early on in project performance.  Keep track of costs.  Leave some slack room, if possible.

· Understand must haves versus nice to haves.  Be prepared to cut the latter if cost becomes an issue.

A good project schedule keeps the project on course.  It can show the manager where there might be areas of flexibility, identifies dependencies, and critical path.  

· Prepare a detailed and realistic schedule.  Insufficient detail may obscure important milestones.  Overly optimistic or too much slack could ultimately cause execution problems and drive up costs

· Review and update the schedule regularly.  Make adjustments if needed, or identify additional resources that might be necessary to keep to the schedule.

While it is desirable to have the latest in technologies when executing a project, there may be cases where a technology is not sufficiently mature, has not been adequately tested, or may be too costly to use.  On the other hand, using a tried and true technology may make your project results prematurely obsolete.  

· Understand technological requirements for the project.  Perform trade and impact studies.  

· Understand how use of certain technologies plays into project schedule, cost and performance.

Resources for a project can be both people and tools.  Without one or the other, it is questionable how successful an outcome the project might have. Balancing the need for people and tools against project costs and schedule is an important function for the manager.

· Understand personnel and skill requirements for each phase of the project.

· Anticipate plus up/down of personnel coincident with the schedule.

· Understand how lack or excess of personnel can impact schedule and costs.

· What are the types and quantities of tools required to complete the project.

· What are impacts of not having the proper tools on project schedule and cost.

BEST PRACTICES

A smart and intuitive manager would not re-invent the wheel.  They instead would utilize and learn from the successes and mistakes of those who have gone before them.  This can help a manager keep their project on track, on budget and on schedule, and doesn’t waste valuable time and effort going down paths that might be non productive or even destructive.

· Renew and reuse

· Understand and utilize available “best practice” resources

· Leverage the experience of others, both outside and inside the project team

· Give team members the freedom to express their motivation and run with it
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